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Preface

When I first entered the field of environmental monitoring 33 years ago as a new
employee of a then very new U.S. federal agency called the Environmental Protection
Agency, our efforts were concentrated on primarily chasing pollutant residues in the
environment. Eight years later when I founded the international journal Environ-
mental Monitoring and Assessment that was still certainly the case.

However, over the intervening years, while the importance of tracking and assess-
ing chemical residues in the environment still remains, the concept of environmental
monitoring has broadened to monitoring and assessment of the endpoints of envi-
ronmental pollution. Environmental monitoring systems now look far beyond only
measuring chemical residues in the environment to identifying and measuring the
biological endpoints that more directly reflect the effect of human action rather than
just the signature of human action.

The scope of environmental monitoring systems now encompasses landscape-
scale monitoring networks, multimedia approaches, and far more biological indica-
tors of environmental impact than were ever employed 20 or more years ago. In my
opinion all these trends and changes are for the good and in the right direction.

Techniques and approaches are rapidly changing as well as the conceptual thinking
used to design monitoring networks. For example, geostatistics were not widely applied
20 years ago, but they are commonly used today. Single media sampling programs
used to be the norm 20 or more years ago, but today it is far easier to find monitoring
programs that are multimedia in nature than are single media—as witnessed by the
makeup of this book. I found it much easier to recruit authors dealing with ecological
monitoring indicators, geostatistics, multimedia assessment programs, etc. than to iden-
tify authors who were working in the more traditional areas of air-, soil-, and water-
sampling programs.

It was my intent, while thinking about the development of this book, to try to pull
together a collection of articles that would represent the latest thinking in the rapidly
changing field of environmental monitoring. I reviewed the current literature (within
the last 5 years) for papers that I thought represented the latest thinking in monitoring
technology. I then contacted these authors and asked them if they would be interested
in writing a new paper based upon their current research and thinking. I also believed
that the book needed a few chapters on major monitoring networks to show both the
practical application aspects under field conditions as well as to provide some descrip-
tion of how current environmental monitoring systems are designed and operated.

I have been extremely gratified by the positive and enthusiastic response that I
have received from the authors I contacted. My original letters of inquiry went out
to over 50 authors, and 45 of them responded positively. Eventually that number
was pared down to the 32 chapters that make up this book. I want to thank all the
authors for their contributions.
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2 Environmental Monitoring

1.1 INTRODUCTION

The importance of and need for integrated environmental monitoring systems is well
established. The U.S. National Science Foundation’s (NSF) Long-Term Ecological
Research (LTER) Program has 18 sites in the U.S., each with a study area which
generally collects long-term descriptive measurements of air, water, soil, and biota,
including data on forest or grassland stands, population and community inventories,
and watershed—stream channel characteristics and habitats (e.g., Franklin et al.").
Originally, these observational data were intended to serve as the environmental
context for basic ecosystem research conducted on an experimental basis to address
the pattern and control of primary production and organic matter accumulation, nutrient
cycling, population dynamics, and the pattern and frequency of site disturbance.

In a somewhat similar fashion, but focused on atmospheric pollutants,2 the U.S.
National Acid Precipitation Assessment Program (NAPAP) established a national
network for long-term monitoring of wet and dry deposition of sulfates, nitrates,
and “acid rain.” In addition, NAPAP-sponsored ecological surveys (e.g., fish, inver-
tebrates, forest conditions, and stream and lake water chemistry) were often collected
for critically “sensitive” regions and ecosystems but on a much more geographically
limited scope than for atmospheric components. Another more recent program for
integrated environmental monitoring, building in part on past and ongoing LTER-
and NAPAP-related activities, is the NSF’s currently proposed National Ecological
Observatory Network (NEON; see www.nsf.gov/bio/neon/start.htm).

The U.S. EPA also maintains an integrated monitoring network with a research
agenda focused on developing tools to monitor and assess the status and trends of
national ecological resources. This program, known as the Environmental Monitor-
ing and Assessment Program (EMAP), encompasses a comprehensive scope of
ecosystems (forests, streams, lakes, arid lands, etc.’) and spatial scales (from local
populations of plants and animals to watersheds and landscapes*). EMAP usually holds
an annual technical symposium on ecological research on environmental monitoring.
For example, in 1997, EMAP addressed “Monitoring Ecological Condition at
Regional Scales” and published the symposium proceedings in Volume 51 (Numbers
1 and 2, 1998) of the international journal Environmental Monitoring and Assessment.

The broadest and perhaps most compelling need for better and more integrated
design principles for monitoring is based on the numerous and complex problems
associated with global environmental change. This includes worldwide concern with
climate change,>® loss of biotic diversity,” nutrient (especially nitrogen via atmo-
spheric deposition) enrichment to natural ecosystems,® and the rapid pace and impact
of land-use change on a global basis.”'

The necessity for a comprehensive global monitoring system was recognized in
early publications of the International Geosphere—Biosphere Program (IGBP) and in
later global change program proposals and overviews.''™* In particular, “geo-biosphere
observatories” were proposed for representative biomes worldwide and would be the
focus of coordinated physical, chemical and biological monitoring.'>'>'® Bruns
etal.”" reviewed the concept of “biosphere observatories” and evaluated various
aspects of monitoring programs for remote wilderness ecosystems and a geospatial
watershed site for a designated American Heritage River in the context of global envi-
ronmental change. These sites represent a broad spectrum of ecological conditions
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originally identified in the IGBP. Remote sites, especially at higher elevations, may be
very sensitive to global factors like climate change, while the Heritage River watershed
site is heavily impacted by regional scale “industrial metabolism.”'> The latter may
provide an important “test-bed” for evaluation of geospatial technologies (see text below
and References 19 and 20) and related spatial scales of land use change that might be
applied later to more remote monitoring sites as part of long-term networks.

A conceptual basis for the design of integrated monitoring systems and associated
networks has received growing attention in the last two decades as part of scientific
research to address these environmental problems from a local to global perspective.
Early and ongoing efforts include those of Wiersma, Bruns, and colleagues'’>’—
most of whom focused on conceptual design issues or monitoring approaches
employed and exemplified at specific sites. Others have conducted similar work in
relation to global environmental monitoring and research programs.'**% In addition,
two major reports®**' sponsored by the National Research Council (NRC) cover a
broad range of environmental monitoring issues, including consideration of compre-
hensive design principles. The former deals with marine monitoring and the latter
report is focused on case studies to address the challenge of combining diverse,
multimedia environmental data; this latter report reviewed aspects of the LTER
program (at the H.J. Andrews Experimental Forest site), the NAPAP (Aquatic Pro-
cesses and Effects), the Department of Energy’s (DOE) CO, Program, and the first
International Satellite Land Surface Climatology Project (ISLSCP) among others.

In this context of national and international global change programs, and the
range of complex environmental problems from a global perspective, our objective
in this chapter is to delineate and develop basic components of a conceptual approach
to designing integrated environmental monitoring systems. First, general concepts
from the National Research Council reports are reviewed to illustrate a broad per-
spective on monitoring design. Second, we highlight aspects of our previous and
ongoing research on environmental monitoring and assessment with a particular
focus on six components in the design of a systems approach to environmental
monitoring. These are more specific but have evolved in the context of general ideas
that emerge from the NRC reports. In particular, we use examples from our remote
(wilderness) site research in Wyoming and Chile contrasted with an ongoing GIS
watershed assessment of an American Heritage River in northeastern Pennsylvania.
These examples are intended to facilitate illustration of design concepts and data
fusion methods as exemplified in the NRC reports.***! Third, we provide a general
synthesis and overview of current general ideas and future directions and issues in
environmental monitoring design. Finally, we wish to acknowledge the varied agen-
cies and sponsors (see end of chapter) of our past and ongoing environmental
research projects on which these conceptual design components are based.

1.2 GENERAL MONITORING DESIGN CONCEPTS
FROM NRC REPORTS

The design of an integrated environmental monitoring strategy starts with identifying
resources as risk in order to initiate development of a conceptual model.*® This process
of strategic planning is an iterative process whereby the model may be refined,
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elaborated, or enhanced based on practical and technical considerations, available
resources, and defined monitoring objectives. This broad strategic approach (Figure 1.1a)
usually will culminate in the development of testable questions that feed into the
specifics of a detailed sampling and measurement design with a focus on parameter
selection, quantifying data variability, and setting up a sampling scheme. This is also
an iterative process (Figure 1.1b) with feedback to reframe questions and refine
technical components of monitoring design. Data quality and statistical models for
analyses also are identified as key components of this strategy.

Boesch et al. provide important insight into the use of conceptual models in
monitoring design®® and indicate that the term is sometimes misunderstood. A “con-
ceptual model” typically begins as a qualitative description of causal links in the
system, based on best available technical knowledge. Such a model may refer to
descriptions of causes and effects that define how environmental changes may occur.
For example, in monitoring toxic effects of point sources of pollutants, a conceptual
model would identify critical sources of contamination inputs to the ecosystem and
define which ecological receptors or endpoints (e.g., a particular species, a physical
ecosystem compartment, or a target organ system) are likely to be impacted, mod-
ified, or changed. As a monitoring system is better defined, a more quantitative
model or a suite of models based on different approaches (e.g., kinetic vs. numerical
vs. statistical) may be used effectively to address complementary aspects of moni-
toring objectives.

Defining boundaries, addressing predictions and uncertainty, and evaluating the
degree of natural variability are also broad concerns in the development of a mon-
itoring strategy and sampling design.*® For example, in monitoring pollutant impacts
to streams and rivers, watershed boundaries may need to be established since
upstream sources of contamination may be transported downstream during storm
events, which may add uncertainty in the timing and movement of materials within
the natural seasonal or annual patterns in the hydrologic cycle. For these reasons, a
monitoring program should be flexible and maintain a continuous process of eval-
uating and refining the sampling scheme on an iterative basis.

Both NRC reports***" highlight the need to address issues of spatial and temporal
scales. Most monitoring parameters will vary on space and time scales, and no one
set of boundaries will be adequate for all parameters. Also, it is expected that events
that occur over large areas will most likely happen over long time periods, and both
will contribute to natural variability in monitoring parameters—a condition con-
founding data interpretation.*® Wiersma et al. identify spatial and temporal scales as
one of the most apparent barriers to effective integration and analysis of monitoring
data.’® For example, geophysical and ecological processes may vary at different
scales, and both can be examined from a variety of scales. No simple solution to
scale effects has yet to emerge for monitoring design although a hierarchical
approach to ecosystems and the use of appropriate information technologies like
geographic information systems (GIS) and satellite remote sensing appear to be
making progress on these issues.’’* Rosswall et al. and Quattorchi and Goodchild
cover various ecological scaling issues for terrestrial ecosystems and biomes,***
and Boesch et al. summarize a range of space and time scales® for various marine
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FIGURE 1.1B Designing and implementing monitoring programs: iterative flow diagram for
developing an environmental measurement design. (From Boesch, D.F. et al., Managing
Troubled Waters: The Role of Marine Environmental Monitoring, National Academies Press,
Washington, D.C., 1990. Reprinted with permission from the National Academy of Sciences.
Courtesy of the National Academies Press, Washington, D.C.)

impacts ranging from power plants, outfalls, and marinas to fishing, dredging, and
natural events like storms and EI Nifio events.

Another general but key aspect in the overall planning for monitoring design
relates to data quality assurance.’®*' Boesch et al. highlight two aspects of quality
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assurance in the design of monitoring programs:** quality control (QC) and quality
assurance (QA). QC might be viewed as strategic in nature since it is intended to
“ensure that the data collected are of adequate quality given study objectives and
the specific hypotheses to be tested.”* QA is somewhat more “tactical” and deals
with the everyday aspects of documenting sample analysis quality by repetitive
measurements, internal test samples, use of standards and reference materials, and
audits; specifically, sample accuracy and precision needs to be assessed, applied to
data analysis and interpretation, and documented for reference. Standard Methods
for the Examination of Water and Wastewater Analysis® is a well-known reference
source for QA and QC procedures in microbiological and chemical laboratory
analyses. In addition, QA/QC concepts and procedures are well addressed and
documented in Keith®” for a variety of multimedia environmental sampling methods.
And finally, metadata (i.e., data about data) has emerged as a QC/QA component
to monitoring programs during the last decade, given the emergence of relational
databases and GIS for regular applications in environmental monitoring and assess-
ment.*' Later chapters in this book deal with detailed aspects of QA/QC and metadata
and related data management tools are briefly addressed subsequently in this chapter
under Data Integration.

1.3 OVERVIEW OF SPECIFIC CONCEPTUAL
MONITORING DESIGN COMPONENTS

Conceptual components of our approach to environmental monitoring design (and
application) have been detailed in papers by Wiersma and colleagues.”'**?’ These
components at that time included (1) application of a conceptual framework as a
heuristic tool, (2) evaluation of source-receptor relationships, (3) multimedia sam-
pling of air, water, soil, and biota as key component pathways through environmental
systems, and (4) use of key ecosystem indicators to detect anthropogenic impacts
and influences. This conceptual approach was intended to help identify critical
environmental compartments (e.g., air, water, soil) of primary concern, to delineate
potential pollutant pathways, and to focus on key ecosystem receptors sensitive to
general or specific contaminant or anthropogenic affects. Also implicit in this mon-
itoring design is a watershed or drainage basin perspective'”'®3* that emphasizes
close coupling of terrestrial-aquatic linkages within ecosystems.

Figure 1.2 summarizes these overall components of our approach,”’ especially
at our remote monitoring sites in Chile, Wyoming, and the Arctic Circle (Noatak
site). Remote sites were utilized for baseline monitoring and testing of design criteria
and parameters. These sites were less impacted by local or regional sources of
pollution or land use change and were expected to be more indicative of baseline
conditions (in the context of natural variation and cycles) that might best serve as
an “early warning” signal of background global environmental change.'® In addition,
field logistics were pronounced and rigorous at these remote sites for any type of
permanent or portable monitoring devices and instrumentation. These conditions
served as a good test of the practical limits and expectations of our monitoring design
components.
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Integrated Ecosystem and Pollutant Measurements

Forest ecology
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e Decomposition rates

Air quality | —— /\
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e Particulates (metals, sulfates, nitrates)
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® Major ions
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e Torres del Paine NP, Chile (United Nations)

¢ Wind River Mountains, WY (Forest Service)

¢ Noatak National Preserve, AL (International Man and Biosphere Program)
® DOE Research Parks: Historical Data Analysis/Monitoring Design

FIGURE 1.2 Conceptual design for global baseline monitoring of remote, wilderness eco-
systems. (From Bruns, D.A., Wiersma, G.B., and Rykiel, E.J., Jr., Ecosystem monitoring at
global baseline sites, Environ. Monit. Assess., 17, 3, 1991. With permission from Kluwer
Academic Publishers.)

Our overall monitoring design concept (Figure 1.2) also served as a basis for
evaluating historical monitoring data from seven DOE National Environmental
Research Parks. This conceptual assessment highlighted the need and opportunity
inherent in geospatial technologies and data like Geographic Information Systems
(GIS), satellite remote sensing imagery (RS), and digital aerial photography. In con-
junction with the report by Wiersma et al.,*' this DOE monitoring design assessment?’
facilitated start up of the GIS watershed research program and GIS Center in the
GeoEnvironmental Sciences and Engineering Department at Wilkes University.® In
addition, this general conceptual monitoring approach was used for: a regional land
use plan for 16,000 acres of abandoned mine lands,'*?** a successful community-
based proposal to designate a regional watershed as an American Heritage River (AHR,
see www.epa.gov/rivers/98rivers/), a National Spatial Data Infrastructure Community
Demonstration Project (www.fgdc.gov/nsdi) and recipient of a U.S. government Vice
Presidential “Hammer Award” (www.pagis.org/CurrentWatershedHammer.htm), and
a GIS Environmental Master Plan for the Upper Susquehanna-Lackawanna River.*’

Figure 1.3 provides additional overall conceptualization of our monitoring design
for remote wilderness ecosystem study sites. This heuristic tool”>*! highlights the
atmospheric pathway for anthropogenic impacts to remote ecosystems and indicates
the multimedia nature of our monitoring efforts based on field tested protocols
evaluated in our remote site research program.”*’ Details of this conceptual com-
ponent of our monitoring design are provided below.
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FIGURE 1.3 Systems diagram and heuristic tool for conceptualization of monitoring design
for sensitive wilderness ecosystems. (From Bruns, D.A., Wiersma, G.B., and Rykiel, E.J., Jr.,
Ecosystem monitoring at global baseline sites, Environ. Monit. Assess., 17, 3, 1991. With
permission from Kluwer Academic Publishers.)

The NRC report by Wiersma et al.*' significantly broadened our general con-
ceptual approach to integrated environmental monitoring systems. This report’s focus
on combining diverse (including multimedia) environmental data sets and the exten-
sive geographic spatial extent of two of the case studies (the ISLSCP example noted
above, and use of remote sensing for drought early warning in the Sahel region of
Africa) resulted in adding two additional components' to our design concepts: data
integration with geospatial tools like GIS and remote sensing, and a landscape spatial
scaling component, based in part again on GIS, but especially in the context of a
hierarchical approach to ecosystems.*

1.4 CONCEPTUAL MONITORING DESIGN COMPONENTS

We have tested and evaluated different aspects of our monitoring design concepts
depending on a range of criteria, including study site location and proximity, degree
of local and regional pollutant sources and land use perturbations, funding agency
and mission, duration and scope of the study (funding limitations), and issues of
degree of spatial and temporal scaling. Our work at the Wyoming and Chile sites
has been profiled and described in several contexts: global baseline monitoring,*’
freshwater ecosystems and global warming,'® and testing and evaluation of agency
(U.S. Forest Service) wilderness monitoring protocols for energy development
assessment.'”!® These are both remote, wilderness monitoring sites with the Torres
del Paine Biosphere Reserve in southern Chile being one of the “cleanest” (and least
disturbed globally), remote study areas from an atmospheric pathway; in contrast,
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the Wyoming site was “downwind” of significant ongoing and potential atmospheric
emissions (oxides of sulfur and nitrogen) from regional energy development.

Numerous multimedia parameters were measured and evaluated at the Wyoming
site, especially from a sampling protocol perspective. Details of this work and
descriptions of the study site are provided in Bruns et al.'”' who focus on five
evaluation criteria for monitoring design and implementation: ecosystem conceptual
basis, data variability, uncertainty, usability, and cost-effectiveness. This study site
gives the best perspective and detail on a wide range of monitoring parameters in
our remote site work and serves as one of three (there is another remote site in
southern Chile; for details on site conditions, see References 18, 25, and 27) exam-
ples of our conceptual approach to monitoring design.

The third study site for a basis of contrast and comparison to our remote sites
is in northeastern Pennsylvania. This represents a 2000-square-mile portion of a
watershed designated in 1998 by President Clinton as one of 14 American Heritage
Rivers. A GIS watershed approach was employed for research in monitoring and
assessment with geospatial tools to address environmental impacts from urban storm-
water runoff, combined sewer overflows, acid mine drainage, impacts from aban-
doned mining lands, and regional suburbanization and land use change. Cleanup
and reclamation costs for mining alone approach $2 billion, based on Congressional
hearings in 2000.*° As noted above, this site provides more perspective on geospatial
tools and scaling issues vs. our earlier monitoring work at remote sites.

1.4.1 ConceptuaL FRAMEWORK As HEurisTic TooL

This component is generally considered as the starting point in monitoring design.
It is not intended as a static or stand-alone element in the monitoring program. As
a simple “box-and-arrow” diagram, it serves as an interdisciplinary approach to
examine and identify key aspects of the monitoring program being designed. Basi-
cally, principal investigators and their technical teams, along with responsible pro-
gram managers and agencies, often across disciplines and/or institutions, can take
this simple approach to focus discussion and design on answering key questions: Is
the study area of concern being potentially impacted by air or water pollution
sources? What are the relative contributions of point vs. nonpoint sources of water
pollution? What are the primary pollutant pathways and critical ecosystem compo-
nents at risk? How are critical linkages between ecosystem components addressed
and measured? What is the relative importance of general impacts like land use
change vs. media specific impacts like air, water, or subsurface (e.g., landfills)
contamination sources?

Figure 1.2 and Figure 1.3 as noted above illustrate the atmospheric route as
primary disturbance and pollutant pathway to remote ecosystems such as those at
our Wyoming and Chile study sites. In these cases, “wilderness” or “national park”
status prevent immediate land use perturbations but atmospheric pollutants, either
as a potential global background signal (e.g., particulates associated with “arctic
haze”) or from regional point sources like coal-fired power plants,”” might be trans-
ported long distances and may affect remote ecosystems via wet and dry deposition
processes.***
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As expected at remote monitoring sites, field logistics and/or regulatory restric-
tions on available sources of electricity or weather protection may prohibit a number
of instrument approaches to monitoring methods and techniques. Figure 1.3 shows
shaded components (soil, water, vegetation, and aquatic community) of the monitoring
program that are easily measured with simple field sampling devices and procedures.
Forest survey methods, soil sampling trowels, and aquatic kick nets allow for rapid
field assessments and sampling as field restrictions or time limits may dictate. We
have also used this approach successfully in even more remote sites like the Noatak
Biosphere Reserve in the Arctic Circle of Alaska'®* and in a mountainous “cloud
forest” ecosystem of Fan Jing Shan Biosphere Reserve in south central China."” At
the Wyoming remote monitoring site, metals in vegetation (terrestrial mosses),
aquatic macroinvertebrates, and stream (water chemistry) alkalinity all scored high-
est across our five evaluation criteria noted above.'

Figure 1.4 shows a similar “systems diagram” developed for the northeastern
Pennsylvania study site with a major focus on regional mining impacts. The eastern
anthracite (coal) fields of Pennsylvania cover a general area of about 3600 mi?, with
about 2000 mi’® directly within the Susquehanna—Lackawanna (US-L) watershed
study area.”” The watershed covers about an 11-county area with over 190 local
forms of government or agencies and supports a regional population base of over
500,000 people. Due to the broad spatial extent of these impacts and complex set
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FIGURE 1.4 A GIS watershed systems approach to monitoring and assessment of regional
mining impacts in Northeastern Pennsylvania. (From Bruns, D.A., Sweet, T., and Toothill,
B., Upper Susquehanna—Lackawanna River Watershed, Section 206, Ecosystem Restoration
Report, Phase I GIS Environmental Master Plan, Final Report to U.S. Army Corps of
Engineers, Baltimore District, MD, 2001.
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of environmental conditions, we have employed a major geospatial (GIS based)
technological approach to monitoring and assessment at this site.*** However, even
here, the basic box-and-arrow diagram served a number of useful applications.

First, we assembled an interdisciplinary team of almost 20 members from various
institutions and state and federal agencies. Hydrologists, geochemists, river ecologists,
GIS technicians, plant ecologists, soil scientists, and engineers were represented for
a one-day workshop on which these concepts and components were proposed,
discussed, evaluated and agreed upon as a GIS watershed approach to regional
monitoring and assessment.

Second, the general elements implicit in this conceptual framework allowed for
scaling from local, site-specific and stream-reach applications (e.g., well-suited to
local watershed groups) to broader watershed and landscape spatial scales (e.g., see
the U.S. Environmental Protection Agency’s (EPA) GIS Mid-Atlantic Integrated
Assessment over a five-state region*). Our watershed monitoring research with federal
sponsorship (e.g., EPA and U.S. Department of Agriculture [USDA]) facilitated our
use of GIS, RS, aerial photography, and the Global Positioning System (GPS)—all
of which are not generally available to local watershed groups or local branches of
relevant agencies. Therefore, we avoided duplication of field measurements at a local
level and instead focused on a watershed (and sub-catchment) approach with GIS.
We were able to coordinate with local groups in public meetings and technical
approaches due to a common conceptual design of the environmental system.

Third, a systems diagram of this nature also facilitated data analyses among key
components, the pollutant sources, and the affected elements of the watershed and
landscape. For example, the diagram in Figure 1.4 was used in setting out our
statistical approach for prioritizing watershed indicators of potential use and iden-
tifying stream monitoring parameters for ranking of damaged ecosystems.*’ This
also allowed us to incorporate land use and land cover databases derived from
satellite imagery and integrate it with point samples of water (chemistry) quality
and stream community biodiversity via statistical analysis (Figure 1.5).
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FIGURE 1.5 Statistical analysis of stream biodiversity vs. watershed area in mining land use.



Conceptual Basis of Environmental Monitoring Systems 13

And fourth, both our EPA- and USDA-sponsored GIS research projects main-
tained a public outreach and environmental education component. The basic systems
diagram shown in Figure 1.4 successfully enhanced our educational component in
this regard, both with other technical participants, and, especially, with the public.
These outreach and education activities involved various public meetings for dis-
cussion, input, and coordination, in addition to posting of information, data, GIS
analysis, and environmental concepts at our Website (www.pagis.org) for GIS
research on the US-L watershed. Also, we participated in environmental education
activities as part of public community riverfront park activities and high school
student visits to campus for briefings on GIS, watershed analyses, and geospatial
data applications.

1.4.2 EVALUATION OF SOURCE—RECEPTOR RELATIONSHIPS

This element in the conceptual design of a monitoring program is also implicit in
the diagrams of Figure 1.2 to Figure 1.4. However, this component also mandates
an interdisciplinary approach to environmental monitoring since soil scientists, forest
ecologists, and stream ecologists may not have typical expertise in various techniques
of water, air, and soil pollution monitoring. Likewise, environmental engineers
involved with the design of air and water pollution control and monitoring technol-
ogies may lack the needed ecological expertise for identifying and measuring the
response of critically sensitive ecosystem receptors or endpoints. Our work at remote
sites in Wyoming and Chile benefited from a technical team approach since our
research was sponsored during our employment with a DOE national laboratory
where the necessary interdisciplinary mix of expertise was readily available to
support work on remote site monitoring (e.g., see References 25 and 46.) For
example, we had ready access to various scientists and staff with expertise in soils,
forestry, river ecology, geology, air pollution, analytical chemistry, and general
environmental science and engineering through various technical programs and
organizations at the Idaho National Engineering Laboratory.

For the Pennsylvania GIS watershed project, similar concerns and issues were
addressed. In this case, expertise in mining, engineering, geochemistry, hydrology,
GIS, and stream ecology was derived through public and state and federal agency
outreach during the public sector portion of the long-term project. However, the
ultimate selection of key pollutant sources and critical ecosystem receptors needs to
be well focused, since both remote site and watershed approaches often end with long
lists of parameters for potential implementation in a monitoring program. In this
situation, logistics, financial resources, and funding limitations require a subset of
measurements that will allow assessment of the more important relationships. In some
situations, peer-review by an outside panel,*’ case study reports,*! or actual testing and
evaluation of a range of parameters'”'* may help to resolve differences or professional
preferences and result in a more cost-effective but focused set of monitoring param-
eters. More examples are discussed below for the other design components.

Finally, it should be noted that data provided in Figure 1.5 represent one example
of the successful selection of a key source of pollution with a sensitive ecological
endpoint. In this case, the extent of mining disturbed lands within a watershed (or
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subwatersheds or “sampling” catchments) represented a major source of pollutant (and
land use) impact—but derived from satellite imagery and ground-truthed with GPS.*
Disturbed mining lands are devoid of natural vegetation and soil horizons and are
susceptible to extreme amounts of sediment loading to streams and rivers where aquatic
habitats are destroyed due to sedimentation processes (see literature review*’). In addi-
tion, atmospheric exposure of pyritic mining wastes can generate a considerable amount
of acid mine drainage to streams via the hydrologic cycle, so additional geochemical
impacts are evident due to the eco-toxicity of high acidity and mobilized heavy metals
like Cu and Zn from waste materials. Part of our research in this GIS watershed study
was to determine what water chemistry and stream biotic variables would be best
associated with regional mining impacts. The biodiversity of stream macro-
invertebrates*’ was one of the better indicators in this regard as shown in Figure 1.5.
As noted previously, stream macroinvertebrate parameters scored well over the five
monitoring evaluation criteria employed for the Wyoming remote study site.'""

1.4.3 MULTIMEDIA MONITORING

The rationale for monitoring various environmental media encompassing air, water,
soil, and biota is based on several factors. First, the physical and chemical properties
of pollutants demonstrate a wide range of fate and transport mechanisms with
different pathways and effects upon ecological receptors. This is supported both by
multimedia modeling approaches* and general estimation methods in ecotoxicology
and environmental chemistry.**° Second, focused population and community studies
on the fate of metals and organic contaminants relative to bioaccumulation and
trophic-food web transfer pathways*-*° also indicate a need to approach monitoring
design from a multimedia perspective. And third, larger-scale watershed and regional
landscape investigations of particular pollutants like acid rain effects on freshwater
ecosystems®' and air pollution impacts to forests®> should reinforce this design
component if resource managers are to understand the fate and effects of pollutants
in a holistic ecosystem framework.

Methods of sampling and analysis on a multimedia basis are well established>
and detailed elsewhere in this volume. Our research on multimedia monitoring design
has emphasized the testing and evaluation of methods for use in remote, wilderness
ecosystems.”?’ Table 1.1 lists monitoring parameters of various physical, chemical,
and biological characteristics of a high-elevation ecosystem in Wyoming from a
multimedia standpoint, and includes a cataloging of appropriate methods for use
under potentially harsh field conditions. As indicated above, we have developed
evaluation criteria for assessing the overall utility of these methods and the reader
is referred to other reports and publications for more detailed consideration.'”!'*4¢

1.4.4 EcosysTeM ENDPOINTS

The search for key ecosystem parameters for environmental monitoring and assessment
has received considerable attention over the past two decades. Earlier studies, more
aligned with environmental toxicology research or assessment of sewage pollution in
streams, focused on population inventories or surveys of “indicator” species. Indicator
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TABLE 1.1

Integrated Multimedia Monitoring Parameters at the Wind

Rivers Study Site
Measurement

Abiotic Measurements
SO,, NO,, HNO,, NH,, NO,, SO, (atm)
Source-term particle analysis

Ozone
Meteorological parameters

Trace metals (atm)
Trace metals (in water, litter, soil, vegetation)
Trace metals in snow

Soil (organic matter, exchange bases, and acidity,
pH, extractable sulfate)

NO,, PO,, SO, (water)

Lake/streams water chemistry (cations and anions)

Biotic Measurements

Lake chlorophyll a, zooplankton, benthic algae,
fishes, benthic macroinvertebrates

Stream ecosystem analysis (macroinvertebrate
functional feeding groups, periphyton,
decomposition, benthic organic matter)

Terrestrial (forest) ecosystem ~ (productivity,
needle retention, needle populations, litter
decomposition, litterfall, foliage elemental
composition, community structure)

Method (Previously Evaluated)

Transition flow reactor (filter pack) — EPA**

Scanning electron microscopy with energy
dispersive x-ray analysis

UV Photometry

Standard sensors; plus dry depostion methods of
Bruce Hicks/Oak Ridge National Laboratory

Low and high volume sampling

Ecological sampling at study site’>

Snow cores before runoff (later analysis with
Standard Methods*®)

U.S. Forest Response Program*’

National Surface Water Survey®’
National Surface Water Survey”’

U.S. Forest Service Wilderness Guidelines*’ and
Standard Methods*®

River Continuum Concept*35-

Dr. Jerry Franklin; U.S. Department of
Agriculture, Forest Service methods®'

Source: From Bruns, D.A., Wiersma, G.B., and Rykiel, E.J., Jr., Ecosystem monitoring at global baseline
sites, Environ. Monit. Assess., 17, 3, 1991. With permission from Kluwer Academic Publishers.

species may include those that are either tolerant (e.g., tubificids or “bloodworms”
thrive at low levels of oxygen due to organic loading of aquatic systems) or intolerant
(e.g., various species of mayflies and stoneflies that require more pristine conditions
of stream habitat and associated chemical constituencies) of pollutant concentrations
or habitat disruptions.’® However, Cairns® has cautioned against reliance on single
indicator species since their known response is often in relation to very particular kinds
of pollutants and may not warrant objective assessment of general or varied contam-
inant impacts. In this context, Schindler®® has suggested that some individual species,
like the crustacean Mysis relicta, may represent unique keystone species within
aquatic food webs (i.e., occupying specialized niches) and are susceptible to a variety
of stresses. In this case, a monitoring program would be more effective with the
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inclusion of such a species, assuming resource managers have access to previous
knowledge and available data for decision support in the design process.

At present, ecological measurement and assessment methods encompass a hier-
archical framework to ecosystem management. This seems due to the maturation of
ecotoxicology as a science® along with further developments of environmental
monitoring principles. For example, ecotoxicology texts™ generally cover pollutant
effects on individual organisms, populations, and communities, and ecosystem struc-
ture and function, and in some cases use an explicit hierarchical treatment to basic
and applied concepts. In addition, resource managers are now responsible for and
concerned about whole ecosystems—and the monitoring programs need to support
these assessment objectives. Thus, scientists are being called upon to address mul-
tiple stresses on ecosystems.® In this context, a hierarchical approach represents the
best available conceptual framework for dealing with complexities of both ecosys-
tems and associated impacts of pollutants and physical disturbance to environmental
systems such as changing land use.

Allen and Starr® and O’Neill et al.’” originally developed the basic concepts of
a hierarchical approach to understanding ecosystems. In its basic form, different
levels of biological organization were recognized in a hierarchical fashion, with
increasing degrees of ecological complexity. This hierarchy for either aquatic or
terrestrial systems, from lowest to highest, included the following levels of biological
organization: individual organisms (e.g., plants or wildlife), populations, communi-
ties, and ecosystems. The widespread use and availability of geospatial tools and
data, like geographic information systems (GIS) and satellite remote sensing imag-
ery, has facilitated further development of the hierarchical ecosystem concept that
extends the scope of watershed and landscape spatial (and temporal) scales.!*3!3
However, these aspects are covered below in the next two components in the con-
ceptual design of monitoring systems.

A review of the ecological assessment literature (Table 1.2) indicated the use of
a range of parameters across these various levels of ecological complexity.®® Such
measurements encompass biomass for a population (e.g., trout), biodiversity (e.g.,
stream macroinvertebrates) as an indicator of community structure, and nutrient
cycling (e.g., water chemistry) as an integrator of ecosystem function. In general,
the most common parameters have included trophic relationships, species diversity,
succession (temporal changes in composition), energy flow, and nutrient cycling.
Some investigators>"*® have indicated that functional responses of ecosystems may
be more robust than structural changes due to “functional redundancy” and variation
in pollutant sensitivity among species; for this reason, individual species and com-
munity level monitoring has been recommended for detecting ecological impacts.

Our approach to ecosystem monitoring'”'*#>*" has been to include both structural
and functional parameters for terrestrial and aquatic habitats and environments on
a watershed basis (see Table 1.1 and Figure 1.2, Figure 1.3, and Figure 1.4 above).
At present, few studies and monitoring programs have produced long-term data on
both structure and function,®® and more research is needed before definitive guide-
lines can be set. Also, we have observed extreme impacts from land use change,
like regional mining and urban stormwater runoff; while structural changes in these
cases are more easily measured in the early stages of impact, we expect that in these
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TABLE 1.2
Ecological Parameters: Recommendations for Monitoring and Assessment
of Baseline Conditions and Human Impacts

Author(s)
6 70 71 72 73 74 715 67 76 77 718 719 80
Parameter
Abundance + + + + +(a@) +
(biomass)
Reproduction + + + + +(a)
Behavior + + +

Community Structure
Trophic + 0+ o+ o+ o+ =+ +Ha) o+ o+ o+ o+
relationships

Species diversity ~ + + + + + + + o+ +
Succession/ + + + + + o+ +(a) + + 4
change in
composition
Size + +

relationships

Ecosystem Function

Energy flow + + + + + + -+ —(a) + +
+()
Nutrient cycling + + + + + +  +a) —(a) + + +
Decomposition/ + + + + + +(a) —(a) + + +
respiration
Biomass/nutrient ~ + + + + +
pools

Notes: (a) = aquatic ecosystem; (t) = terrestrial ecosystem; + = good potential for monitoring and assess-
ment; and — = robust; not indicative of early impacts or stresses. Plus signs reflect generally positive view
of a particular parameter as a key indicator of impact or at least its potential utility to detect anthropogenic
perturbations. A negative sign means that an author has found this parameter to be a poor indicator of
ecological impact; these parameters were found to be too robust and were not very sensitive to impacts.

Source: Bruns, D.A. et al., An ecosystem approach to ecological characterization in the NEPA process,
in Environmental Analysis: The NEPA Experience, Hildebrand, S.G. and Cannon, J.B., Eds., Lewis
Publishers, Boca Raton, FL, 1993, 103. With permission.

extreme cases, functional changes are needed to define the total system collapse that
warrants immediate attention to ecosystem restoration and pollution mitigation. Also,
our experiences in remote site monitoring concurrently for aquatic (streams and
lakes) vs. terrestrial (forests) systems suggests that functional measures like forest
productivity, litterfall, and leaf decay rates will better reflect short-term impacts of
atmospheric than compositional changes, given the long life cycle of most tree
species vs. short-lived aquatic species.
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General reviews of the monitoring literature®*%*’'7+7 indicate that a number of

important ecological impacts can be measured and assessed only at the ecosystem
level. In addition, measuring many different parameters is not necessarily the optimal
strategy for designing and implementing a monitoring program. In most cases, a
selected subset of parameters can be defined from a conceptual basis and principles
as outlined above, viewed in conjunction with knowledge of the published literature.

1.4.5 DATA INTEGRATION

This is one of the major challenges to implementing a well-designed monitoring
program and cuts across all of the other components of our systems approach.
Generally, this aspect of a monitoring program and its practical utility in the “real
world” will be limited to the extent that these other components are ignored, relegated
to a minor role, or inadequately developed or addressed. A conceptual model or
framework with clearly identified sources of pollution, their pathways, and likely
environmental endpoints provides the broad overview and context within which data
sets will be processed, summarized, and evaluated (i.e., “data fusion”; see Wiersma
et al.*"). This framework will provide an initial set of testable hypotheses for trend
analysis and the inference of potential effects on ecosystems from point pollution
sources and/or more diffuse impacts from nonpoint sources that may include chang-
ing land use over larger environmental extents and spatial scales. Actually collecting
multimedia data and measuring key sensitive ecosystem endpoints are needed if
resource managers are to manage, protect, and sustain environmental systems in a
holistic fashion.

The NRC report by Wiersma et al.*' provides a comprehensive review of issues
associated with fusing diverse sets of environmental data. The authors review a series
of case studies that encompass predicting droughts in the Sahel, atmospheric depo-
sition in the U.S., the U.S. CO, program, ISLSCP (noted above), and marine fisheries.
Numerous recommendations are provided, based on practical problems encountered
from specific case study programs. These include organizational, data characteristics,
and technological impediments to data fusion efforts. In this chapter, we focus on
the challenge of data integration with a selected view toward aspects of data char-
acteristics and geospatial technologies identified in Wiersma et al.*! Organizational
challenges, like agency mission, infrastructure, and coordination, are equally impor-
tant but beyond the technical scope of this publication. The reader is referred to the
original NRC report for more detailed information and insight into organizational
factors in environmental monitoring design.

Geospatial technologies like GIS are emerging as the major approach to data
fusion efforts, ranging from “enterprise GIS” in the business world to the “geoda-
tabase” model in environmental management systems (www.esri.com and see Ref-
erence 81). The NRC report recommended using GIS and related technologies, like
the GPS and satellite remote sensing imagery, in environmental monitoring and
management programs to facilitate data acquisition (at various scales, see text
below), data processing and analysis, and data dissemination to resource managers,
political leaders, and the public. Concurrent with the NRC panel proceedings and
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publication, an applied GIS watershed research program'**#>#? was being planned

and implemented for the US-L—nationally designated in 1998 as 1 of 14 American
Heritage Rivers. Four geospatial technologies were incorporated into this evolving
program based in part on recommendations of the NRC report and geospatial data
inventories at DOE national laboratories.”” These aspects are highlighted here to dem-
onstrate one approach to data fusion efforts in the spirit of the NRC report.

Figure 1.6 showcases how GIS is used to organize and integrate diverse envi-
ronmental data sets to help solve environmental problems associated with past and
on-going practices in land use. In particular, there is a $2-billion land reclamation
and ecosystem restoration problem from over 100 years of regional coal mining. In
addition, this watershed of 2000 square miles covers 196 local governments where
urban stormwater runoff and combined sewer overflows (CSOs) have resulted in a
$200 to 400 million aquatic pollution cleanup issue.'*2*#

Sampling of stream and river sites was of high priority given the nature of these
environmental impacts to aquatic chemistry, habitats, and ecological communities (Fig-
ure 1.4 and Figure 1.6). GPS was used to locate each site and delineate point source
features (mine water outfalls or CSOs) of pollution. Although field sampling techniques
were “low-tech” based on standard methods, all ecological data of this type were easily
integrated into a relational data base as part of the GIS for the watershed. In addition,
sampling sites integrated into the GIS allowed for delineation and digitization of sam-
pling site subcatchments for data analysis and integration from a comparative watershed
perspective. For example, Figure 1.6 also shows the utility of GIS in visualizing data
on a comparative basis between two watersheds (GIS graphic charts in lower left of
figure). The subwatershed in a rural setting with no mining had high-stream macroin-
vertebrate biodiversity (clean water species), low acidity, and land cover mostly in
forests and grassland meadows and minimal development vs. a mining watershed with
more than 30% of land cover as mining disturbed areas, and with only pollution-tolerant
aquatic species and high acidity in surface water streams.

In our Heritage River study area and region, satellite imagery (the Mid-Resolu-
tion Land Characteristics or MRLC, e.g., see Reference 83) was processed for land
cover to facilitate watershed characterization for relating land use practices and
problems to ecological conditions along environmental gradients within the water-
sheds.* Figure 1.5 and Figure 1.6 demonstrate one approach we used to data fusion
by statistically relating stream biodiversity measures to mining land use (SPOT
imagery shown in middle inset of Figure 1.6) within 18 delineated subwatersheds:
(1) we used GPS to identify and locate point sampling sites on stream segments,
(2) we digitized subwatersheds above each sampling point with a GIS data set of
elevation contour lines, and (3) we processed SPOT imagery for land cover and land
use®*® and conducted extensive ground-truthing of classified imagery with GPS 2%’

Land use impacts to ecological systems are generally viewed to be as wide-
spread and prevalent worldwide to warrant a higher risk to ecosystems than global
warming.®'? Satellite imagery also allows for a range of landscape* and watershed
indicators® to be calculated for environmental monitoring and assessment at a
broader spatial scale (see next section). Vogelmann et al.* surveyed data users of
Landsat Thematic Mapper data (known as the National Land Cover Data set, or NLCD)
from the early 1990s and found 19 different categories of application including land
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cover change assessment, hydrologic-watershed modeling, environmental impact
statements, water quality and runoff studies, and wildlife habitat assessments.

In addition to the integrated use of GIS, GPS, and remote sensing imagery in
our PA Heritage River watershed research project (Figure 1.6), we have employed
digital aerial photography as the fourth geospatial data source and technology.?*4*#*
Also known as orthoimagery, these data have been identified by the U.S. Federal
Geographic Data Committee (FGDC)*’ as one the fundamental “framework” geo-
data sets for the National Spatial Data Infrastructure in the U.S. In this context, we
surveyed 196 different local governments and regional state and federal agency
offices within the 2000-square-mile watershed of the US-L River and found 10 of
11 counties lacking in local scale orthoimagery needed for tax assessment, land use
and planning, emergency management, environmental cleanup, land and deeds
records, ecological protection and monitoring, and floodplain management (see GIS
watershed plan*’). Falkner®® provides an overview to methods and applications of
aerial mapping from orthoimagery. Applications include mapping of geographically
extensive wetlands,® cartographic support to management of state aquatic
resources,” and floodplain management.*’

A final element to data integration is the importance of QA and QC for the data
sources themselves, along with metadata on all aspects of data development, processing
and integration, and analysis.’' Methods of multimedia field sampling and laboratory
analysis (see references in Table 1.1) generally deal with adequate and established
standard procedures of accuracy and precision (see also Reference 37 for general
QA/QC issues). In contrast, geospatial metadata methods are still in various stages of
development. GPS is generally accepted for most environmental applications in field
mapping and is now commonly used for on-board aerial photography® and later
aerotriangulation and accuracy calculations that require positional data as a replace-
ment to conventional ground control surveys. In turn, either GPS?' or accurate, geo-
referenced orthoimagery®**® may be used in accuracy assessments of remote sensed
data classified for land use and land cover. Bruns and Yang* used GPS to conduct
regional accuracy assessments on four such databases used in landscape—watershed
analyses and reviewed general methods of accuracy assessment.’>”*

1.4.6 LANDSCAPE AND WATERSHED SPATIAL SCALING

The scope and extent of environmental contaminants in ecosystems, their potential
for long-range transport through complex pathways, and their impact beyond simply
local conditions, all dictate that environmental monitoring programs address pollu-
tion sources and effects from geographically extensive landscape and watershed
perspectives. Although we have only recently added this final component to our
conceptual design for monitoring systems,'® there has been well over a decade of
ecological research that serves as a foundation for successful inclusion of this
element in monitoring programs. The success of this approach is supported from
several standpoints.

As indicated above, landscape ecology has been well developed and investigated as
part of a hierarchical perspective to ecosystem analysis.**%¢"** _andscape parameters
and indicators include dominance and diversity indices, shape metrics, fragmentation
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indices, and scale metrics, and are routinely incorporated into natural resource man-
agement texts on GIS and the emerging field of landscape ecotoxicology.” In a similar
fashion, a hierarchical approach to spatial scales in environmental analysis** has been
developed for both terrestrial and aquatic ecosystems, usually on an integrated basis
relative to either a landscape or watershed context. Hunsaker and Levine’” used GIS
and remote sensing of land use in a hierarchy of 47 watersheds to assess water quality
in the Wabash River System in Illinois. In this study, water quality monitoring sites
were linked to their respective watershed segment in the hierarchy to address issues
of terrestrial processes in the landscape and evaluate their relevance to environmental
management practices. This GIS and hierarchical approach facilitated identification of
water quality conditions at several spatial scales and provided resource managers with
tools to enhance decision support and data maintenance.

O’Neill et al.** recommended the use of GIS and remote sensing data, along
with recent developments in landscape ecology, to assess biotic diversity, watershed
integrity, and landscape stability. These authors presented GIS watershed integrity
results for the lower 48 states on the basis of 16 U.S. Geological Survey Water
Resource Regions. In general, GIS and remote sensing imagery have strongly facil-
itated a hierarchical approach to spatial scale and watershed analysis. This has been
due, in part, to the better availability of geospatial data and technology, but this also
is based on the relevancy of these regional environmental assessments for broad
geographic extents.*?’

A spatial hierarchy to watersheds has been employed in four other examples
relevant to design principles for environmental monitoring. In the first example,
Preston and Brakebill®® developed a spatially referenced regression model of water-
shed attributes to assess nitrogen loading in the entire Chesapeake Bay watershed.
These investigators used the EPA River Reach File to generate a spatial network
composed of 1408 stream reaches and watershed segments for their regional analysis.
From their GIS visual maps of the watershed, point sources of high nitrogen loading
could be associated with specific urbanized areas of the Bay watershed and allowed
the authors to acknowledge and identify large sewage-treatment plants as discharge
points to stream reaches.

In the second example, an Interagency Stream Restoration Working Group (15
federal agencies of the U.S.) recently developed a guidance manual for use in stream
restoration” based on a hierarchical approach to watersheds at multiple scales. This
team recognized ecosystems at five different spatial scales from regional landscape to
local stream reach, and stated that watershed units can be delineated at each of these
scales—depending on the focus of the analysis and availability of data. Spatial scales
of watershed ecosystems from the stream restoration guidance manual (Figure 1.7)
were used in the GIS watershed master plan*’ and served as the basis for our regional
heritage river designation and approach to the first steps of assessing environmental
conditions in the US-L watershed. The illustration of spatial scale shown in Figure
1.7 is based on an example of ecosystem hierarchy in the overall Chesapeake Bay
watershed. This hierarchy was employed in our study design and tributary analysis of
the US-L watershed* that ranged from a regional landscape watershed to a local stream
reach along a linear segment of stream or river corridor (see text below).
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FIGURE 1.7 Ecosystems at multiple scales and used as the basis for regional to local GIS
watershed analysis*® for the Upper Susquehanna-Lackawanna American Heritage River.
(Modified from the Interagency Stream Restoration Manual, Interagency Team, Stream Res-
toration Guidance Manual, Stream Corridor Restoration: Principles, Processes, and Prac-
tices, Federal Interagency Stream Restoration Working Group (FISRWG) (15 federal agencies
of the U.S. government), GPO Item No. 0120-A; SuDocs ISBN-0-934213-59-3, Washington,

D.C., 1998.)
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The third example is the EPA EMAP ecological assessment of the U.S. Mid-
Atlantic Region, including the Chesapeake Bay watershed plus portions of other
watersheds like the Ohio and Delaware rivers over a five-state area.* These investi-
gators developed 33 different watershed indicators of ecological conditions in 123
watershed units throughout the study area. This watershed assessment methodology
is based on concepts developed earlier by O’Neill et al.** and relies strongly on land
use and land cover data derived from satellite imagery, along with a number of
complementary geospatial datasets like population density, roads, and hydrography.

The US-L watershed is one of the 123 watershed units from the EPA Mid-
Atlantic regional study and we used their information to provide a regional context
for our more detailed spatial analyses.* Thus, our fourth example is from the
Heritage River watershed study and comprehensive GIS environmental master plan*’
where we conducted a GIS tributary analysis (on ten watershed indicators) and
focused on 42 ecologically defined tributaries to the Susquehanna River (within the
regional US-L watershed) including the river corridor segment of the mainstem. We
highlighted results from five land cover classes (Multi-Resolution Land Character-
istics or MRLC) that were evaluated in the watershed analysis. Of these, the mining
land cover class was most effective (high) in detecting statistically significant impact
differences between four (reference) rural watersheds without mining from another
12 tributaries with visibly observable mining/urban impacts.*’ Agricultural land
cover was rated “medium” in its effectiveness in this regard. It was generally difficult
to use forest, urban, and wetland cover classes to differentiate between mining/urban
and “non-mining” rural reference tributaries. Other watershed parameters developed
specially to address our regional environmental problems included the number of
CSOs in a tributary subwatershed, the number of acid mining outfalls in a subwa-
tershed, iron loading rates (from outfalls), and hydrogen ion (acidity) loading (also
from mining outfalls). Statistical tests indicated significant differences in ranks
between watershed conditions for CSOs, hydrogen ion loading, iron (Fe) loading,
AMD outfalls, and an index based on the average of all seven watershed indicators.*’

1.5 SYNTHESIS AND FUTURE DIRECTIONS
IN MONITORING DESIGN

Our approach to monitoring design has been in continuous evolution, dependent on
the growing awareness, concern, and the expanding scientific research and literature
on regional environmental change, climate warming, and pollutants and land use
change on a global basis.'* The first four design components generally apply to our
work at the southern Chile Biosphere Reserve, the Wind River Mountains high-
elevation monitoring site, and the Pennsylvania Heritage River watershed. These
components are based on long-founded interdisciplinary principles in the environmental
sciences and ecology. For example, the conceptual framework of terrestrial-aquatic
linkages within a river drainage basin®**® has been a key feature in river ecology research
since the mid-1970s. Likewise, the use of heuristic ecosystem diagrams focused on
source-receptor pathways of pollutant contaminants has been applied to biosphere
research for the United Nations Global Environmental Monitoring System (GEMS)
since the early and mid-1980s.22%
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The third and fourth design components, multimedia monitoring and ecosystem
endpoints, are based on well-established methods in pollution measurements and
field ecology but require an interdisciplinary teamwork approach. Long-standing
monitoring programs like the LTER program at NSF, the NAPAP program for acid
rain in the U.S., and EPA’s EMAP program all exemplify these principles. In many
ways, our work at the Wind Rivers site incorporated aspects of all of these
programs'’~"” but pushed the limits of standardized instrumentation and methodology
since most of our field measurements occurred above 10,000 feet elevation in alpine
and subalpine forests, streams, lakes, and watersheds.

Technological innovations'® and data availability,**” NRC panel reports,***' and
the general spatial extent and complexity of regional and global environmental
change, especially global land use change,”'®'* have all had a direct effect on our
current focus on the last two recent components of an integrated conceptual approach
to environmental monitoring. These encompass data integration with GIS and image
processing software,***>!°! and landscape-watershed spatial scaling based on remote
sensing imagery (SPOT, Landsat) and a landscape sampling design.”'®'*> These
have been more applicable to our research and work at the Chile and Pennsylvania
sites since these have been ongoing, evolving, and have benefited from the avail-
ability of GIS, GPS, and remote sensing technologies. And finally, from an overall
systems viewpoint, our approach has been influenced by and consistent with the
landscape and watershed methods of O’Neill et al.*>** and the watershed analyses
of the EPA Mid-Atlantic Landscape Atlas.*

Given the opportunities inherent in geospatial technologies and GIS data for
environmental monitoring,'”" we are currently examining a number of watershed
and landscape tools that would seem helpful to resource managers designing inte-
grated monitoring programs. We predict that these and related GIS watershed and
landscape software tools will facilitate ongoing and future efforts to monitor and
assess environmental systems on a geographically extensive basis. These are briefly
described below and highlighted in terms of their potential applicability to monitor-
ing design considerations.

1.5.1 EPA BASINS

Better Assessment Science Integrating Point and Nonpoint Sources (BASINS) is a
multipurpose environmental analysis system for use by natural resource agencies to
perform watershed- and water-quality-based studies. It was developed by EPA to
address three objectives:

* To facilitate examination of environmental information
* To support analysis of environmental systems, and
* To provide a framework for examining management alternatives

BASINS'® is intended to support a watershed-based approach to environmental
and ecological studies in a watershed context. As such, the system has been designed
to be flexible with a capability to support analysis at a variety of scales, using tools
that range from simple to sophisticated. Comprehensive multimedia data sets compiled
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by EPA are provided in BASINS and one can access and query the datasets through
a GIS data mining tool; other assessment tools include TARGET and ASSESS which
allow one to evaluate water quality concerns and impacts on either a watershed or
sampling point basis, respectively. BASINS requires a GIS platform as a separate
software component but makes ample use of GIS utilities for data integration,
analyses, graphic visualizations, and modeling. A number of models are also avail-
able, mostly for point sources of pollution regarding industrial discharges to surface
waters. BASINS has been used in various capacities as part of a comprehensive GIS
environmental plan for the US-L watershed and has helped contribute to all design
components of a community water quality monitoring program (see Reference 40
and EMPACT Website at wilkes.edu/~gisriver/).

1.5.2 SWAT

The Soil Water Assessment Tool (SWAT) is now part of BASINS'® but was originally
developed by the U.S. Department of Agriculture'® for management and assessment
of agricultural and rangelands. SWAT is a GIS model that incorporates geospatial
data on climate, rainfall, soils, slopes, and land cover and provides for a procedure
to address changing land use (land cover) conditions in a watershed. Runoff and
sediment yield from different patterns of land cover in a watershed are provided as
model output'® and as such give the resource manager a better idea of source-
receptor issues in the design of a monitoring program. In addition, the hydrologic
model is useful for evaluating conceptual relationships on a watershed basis, facil-
itating data integration, and predicting impacts to ecological endpoints.

1.5.3 CITYGREEN REGIONAL ANALYSIS

CITYgreen is a GIS software tool for regional, local, and watershed—landscape
analysis on the environmental function and economic value of trees and forests,
especially in urban areas.'® This is an environmental planning tool capable of using
detailed forest (and tree) stand data locally or regional satellite imagery classified
for land cover. The software uses readily available data on soils (STATSGO), slopes
(STATSGO), and regional rainfall zones and precipitation—all of which are pro-
vided with the software program and user’s manual. Model output includes runoff,
carbon sequestration rates and storage (due to forests), and air pollution (sulfur
dioxide, carbon monoxide, ozone, and nitrogen dioxide) removal potential due to
deposition to forest vegetative surfaces. The software allows managers and planners
to predict the outcome of various development scenarios by easily modifying (via
user menus or software “wizards”) the amount and type of land use change for a
delineated study area.'”” CITY green appears to be a useful community planning tool
that allows for data integration and especially predictive modeling of multimedia
pathways and affects — both of which are useful to resource managers developing
monitoring programs. The relative ease of operation for planning would seem to
facilitate the iterative process necessary to monitoring design processes. We are
currently starting analyses with CITYgreen to evaluate the potential for carbon
sequestration if extensive re-forestation and ecosystem restoration efforts were to
be implemented on regional areas of barren mining lands.
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1.5.4 ATtILA

ATtILA refers to an EPA-developed GIS software component known as “Analytical
Tools Interface for Landscape Assessments.” This is a GIS software extension that
allows users to easily calculate many common landscape metrics regardless of their
level of GIS knowledge. Four metric groups are currently included in ATtILA'®:
landscape characteristics (e.g., percentage in forests or grasslands, landscape diver-
sity, forest patch size), riparian characteristics (e.g., percentage of stream length
adjacent to forests or urban land cover) human stresses (e.g., population numbers
and change), and physical characteristics (e.g., average elevation, precipitation, total
stream length). At present, ATtILA is available for R&D efforts mostly within the
agency but we have examined the potential of ATtILA for application of landscape
and watershed indicators in environmental monitoring and assessment. Again, due
to the nature of a GIS approach, data integration, conceptual relationships, and
assessment of landscape and watershed ecological endpoints would seem to be
appropriate benefits to resource managers and researchers who need to address broad
scale impacts from regional land use change and watershed modification.

1.5.5 MEeTADATA TooLs AND WEeB-Basep GIS

As a final note to future directions, we point out the importance of GIS metadata
tools and the potential of Web-based GIS for data integration and showcasing
environmental relationships at different spatial scales — local to global. The latter
will also be extremely important for dissemination of data to resource managers,
government leaders, scientists, industry and business leaders, and the public at large.
The importance of metadata for GIS and environmental monitoring in general has
been identified by the NRC report of Wiersma et al.*' and briefly addressed above.
ESRI’s (Environmental Systems Research Institute) ArcGIS software now provides
a metadata tool consistent with FGDC geospatial data standards. Metadata are crucial
to QA and QC issues with environmental data of all types but are necessary also
for accessing and querying databases on the Web for incorporation into a monitoring
program or for a GIS decision support system for monitoring design. ESRI’s ArcIMS
(Internet Map Server) software and its Geography Network provide mechanisms for
scientists, researchers, and resource managers to access a variety of environmental
data for assessment, monitoring, and the design of a field measurement program.
The reader is referred to the ESRI general Web page (www.esri.com) for additional
information on software applications in this regard. Reports for the US-L American
Heritage River watershed plan*’ provide diagrams and software architecture design
components for how a GIS Web-based decentralized data distribution system can
be used for community environmental programs, including monitoring of water
quality and the status of watersheds in the region.

1.5.6 HOMELAND SECURITY

The events of September 11, 2001 have focused detailed attention to the vulnerability
of the nation’s resources. An NRC report has recently addressed this issue'®” that
has become the top priority to federal, state, and local government leaders and
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agencies, and the public at large. The NRC report highlights the need for a national
program aimed at making the nation safer and outlines the technical elements
necessary for homeland security. Geographic information systems (GIS) are identified
as a critical component to this program within the context of information technology
(IT) in general. Other reports by the National Center for Environmental Assessment
(EPA web documents at http://www.epa.gov/nheerl/wtc/index.html) address the
human and environmental risks associated with toxic chemical releases to the atmo-
sphere associated with the destruction, combustion, and collapse of the New York
World Trade Center towers. In the future, geospatial data and technologies are
expected to be crucial analytical tools in both the collection of relevant environmental
data and in making data available to emergency management personnel, government
leaders, cleanup crews, environmental and public health managers and organizations,
and the public at large.

Many of the nation’s resources that are at high risk as identified in the NAS
report on homeland security occur in rural communities, watersheds, and landscapes.
These include energy, nuclear plants, groundwater resources, surface waters, food,
agricultural soils, utilities and corridors, and rural transportation arteries between
major cities and urban centers. In addition, EPA has a “Strategic Plan for Homeland
Security” and the agency is especially responsible for security issues''’ regarding
water resources, water supply, wastewater treatment facilities, and facilities of the
chemical and energy industries.

Although “Homeland Security” in its many complex facets is beyond the scope
of our objectives in the paper, it should be indicated that the ecological consequences
of intentional releases of chemical and biological agents warrant a comprehensive
systems approach to monitoring the fate and effects of these contaminants in the
environment. In some cases, monitoring methods and measurements have direct
applicable from more conventional programs of environmental management but the
conceptual basis and six components outlined here are still intended to be useful
starting points to support these newer efforts as part of national security.

1.6 CONCLUSION

The principles and concepts of environmental monitoring design are dynamic and
iterative in nature. We have attempted to outline the key components of our approach
to these concepts within the context of recommendations and reports of subcommit-
tees on integrated monitoring sponsored by the NRC. The need has never been
greater for integrated programs that collect, analyze, evaluate, and disseminate
relevant environmental measurements at various scales on an ecosystem and multi-
media basis. Local communities now grapple with issues of land use planning and
change since most economic and environmental decisions are made at this local
level of government. Such communities are often ill-equipped with the data and
decision tools to make informed decisions on environmental health and the quality
of life in general. State and federal agencies, research universities, and international
organizations all maintain numerous environmental networks, but data may not be
available to the general public or their use is beyond their resources for interpretation
and decision making. Land use change is now viewed from a worldwide basis as
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more prevalent and critical (at least short-term) than global climate warming.*'°
Other aspects of global environmental change'* have important implications for
natural and managed ecosystems worldwide and provide critical challenges to those
professionals charged with designing and implementing integrated environmental
monitoring programs. Global dispersal and deposition of air contaminants, toxics in
the global environment, loss of biodiversity, and climate warming all warrant close
attention to coordinated efforts and networks of monitoring programs.

The proposal of a network of “biosphere observatories” as originally described
in an IGBP report'? is still a viable concept to global environmental monitoring
activities. The LTER program of NSF, EPA’s EMAP, and the proposed and emerging
NEON program represent select examples of critical, ongoing monitoring efforts.
In addition, the Ecological Society of America has proposed the Sustainable Bio-
sphere Initiative''" with broad applicability and relevance to integrated monitoring
programs along with recommendations for an aggressive research program to assess
ecological responses to stress and loss of biodiversity both on a regional and global
basis.

Our conceptual approach to these issues is intended to help scientists, research-
ers, decision makers, and other leaders develop, implement, and maintain integrated
monitoring on a comprehensive basis but relevant to local, regional, national, and
global perspectives. Our work at remote sites provides insight to the challenges of
monitoring and detecting early-warning indicators against a background of natural
variability in ecosystems. In contrast, the Heritage River watershed project has been
developed with the intended benefit of geospatial technologies and the earlier design
components from our remote site research. These sites provide a broad spectrum of
applications ranging from baseline monitoring in relative un-impacted regions to
regional watersheds where land use change and extensive mining has resulted in
opportunities to assess and monitor the impacts of “industrial metabolism™ (see
References 12 and 19) from a landscape-watershed perspective with geospatial data
and technologies. This collective work is intended to promote the biosphere obser-
vatory concept and to provide practical, real world “test-beds” for evaluating methods
and approaches to integrated environmental monitoring.
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2.1 INTRODUCTION

The forces driving environmental change and the processes that govern response to
it are inherently complex, multisectoral, multidimensional, and multiscale. Data
managers face the considerable challenge of providing integrated information sys-
tems for managing and presenting a diversity of environmental monitoring data and
associated knowledge in a flexible and accessible format to a broad user community.
User requirements within global change research are not easily defined; they are
diverse, they evolve, and the information system must evolve with them.

Recognition of the lack of reliable long-term runs of multidisciplinary data for
environmental change research led in the late 1980s to the revival of environmental
monitoring as a valuable scientific activity."* However, this time, more emphasis
was placed on links with models and policy needs and, crucially, integrated databases
were recognized as a key component. The U.S. Long-Term Ecological Research
Network (LTER) had already recognized the importance of good data management
in bringing together existing site-based data sets for multisite research.’ New envi-
ronmental monitoring programs like the U.K. Environmental Change Network
(ECN)** and the UNECE Integrated Monitoring Programme® began to understand
that integrated information management was central to realizing the potential of an
expensive data gathering network. Even so, the scale of this requirement was under-
estimated. The role of data managers has since ballooned into full-scale information
systems developers including building data capture, and query and analysis systems
for the Internet. The emerging field of environmental informatics broadens this scope
still further, viewing data management as an integrated component of the system of
transforming raw environmental data into higher-grade knowledge suitable for deci-
sion making.

This chapter presents an overview of the main issues and pitfalls concerned with
delivering information systems to support environmental monitoring. The scope and
depth of the topic are considerable and are developing rapidly in line with new
technology and computational techniques. References to key papers and current
websites are provided for more detail.

2.2 INFORMATION SYSTEM DEVELOPMENT
2.2.1 USER AND SYSTEM REQUIREMENTS

“The nature of interdisciplinary global change research makes it impossible to clearly
define a detailed and stable set of user requirements.”” Environmental monitoring
systems deliver information to a diverse community of scientific, policy, and public
users. Scientific users in particular cannot be constrained by a set of predefined queries
and reports, but require free rein to explore patterns in the data through ad hoc queries
and flexible data exploration tools. There is a demand for remote, easy, and timely
access to integrated data, with more control over query and styles of reporting, which
means that interpretation relies less and less on personal contact with data providers.
The database has become a resource relied upon to provide a comprehensive
representation of all information gathered for the duration of the environmental
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monitoring program. The role of the meta-database has grown into that of a knowledge
base, providing not only details of which data are where in what form, but also data
quality warnings and guidance on appropriate analysis and interpretation.

To support these requirements, environmental monitoring information systems
should ideally have the following characteristics;*'" they should be:

* Reliable: stable, holding data of good and known quality

* Secure: maintained in perpetuity with suitable access controls and backup
systems

* Integrated: enabling integration of multidisciplinary data across spatial
and temporal scales

» Comprehensive: incorporating integral data, metadata, and knowledge

» Flexible: designed to respond to changing requirements, for example, new
data types and different data transformations

* Accessible: timely access to data through direct, easy-to-use Internet-
based interfaces

* Analytical: support for spatio-temporal analyses and modeling at different
scales, data interpretation, and decision-support tools

e Compatible: enable links to be made with other information sources and
software systems

Reliability and security are clearly essential features and are embraced by most
current practice. However, the degree to which data quality is addressed tends to
depend on how resources are directed; data validation is time consuming, does not
lend itself to performance measures, and so tends to be squeezed when resources
are tight. The demand for accessibility and the rapid development in Web technology
has driven a surge in data discovery, data delivery, and data exploration interfaces.

2.2.2 SySTEM DESIGN APPROACHES

Basic steps in the process of acquiring, managing, and delivering environmental
information can be summarized as follows (based on a diagram by Harmancioglu
et al.'"):

* Objectives and constraints

* Network design

* Data capture (measurement, sample collection, laboratory analyses)
* Data handling (data transfer and data transformation protocols)

* Database development

* Data access

* Data analysis and modeling

* Information interpretation and utilization

* Decision making

Data managers and system designers need to address all these elements of the
data-into-knowledge process from objective definition through analysis, modeling,
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and decision-support. An integrated management strategy should be adopted that
considers these elements as part of a unified information system. Each step needs
to be considered in relation to the other components of the system, with the necessary
requirements, activities, and information flows identified at each stage. This ensures
a more user-oriented perspective, enables weaknesses and bottlenecks to be identi-
fied, promotes timely access to data, and aids the quality management process.
Quality assurance (QA) issues apply throughout, including feedback mechanisms
to keep quality objectives on track (see Section 2.3).

A functional partnership between data managers and scientists'? is important to
ensure that the information system is designed to adapt to changing environmental
research objectives. The system needs to be sufficiently versatile to generate different
user views, transformations and visualizations of data, and to accommodate new
types of data. This has implications for system design approaches, which must build
in this flexibility and adaptability. In a research environment, a rigid specification
of the final user requirements may not be possible’ because requirements evolve as
research progresses. The systems design approach must be capable of incorporating
this evolution through periodic review and reevaluation of design objectives. This
form of iterative development has been used to manage the risk of projects failing
to meet requirements. Boehm’s spiral model'*'* and rapid application development
tools are approaches that enable the system to undergo evolutionary development
with constant refinement of the overall aim.

The degree to which new information systems are standardized or harmonized
and centralized or distributed is becoming less technology limited and more a
function of scientific and policy objectives and resources. Where standardization is
possible and appropriate, it is clearly desirable in order to aid data comparability.
New integrated monitoring programs like the U.K. ECN have been in a position to
implement standard formats and data dictionaries for key variables (e.g., space and
time dimensions, species coding systems, chemical determinants) from the outset
to build an integrated database. This, together with the centralization of ECN data,
facilitated the early development of web-accessible dynamic database interfaces.'>”
Figure 2.1 shows an overview of the ECN data management system currently in
place. However, in order to participate in global change research, programs like
ECN must still interact with other existing thematic, historic, national, and interna-
tional databases, which will have captured data in different ways according to
different criteria. Technology for dynamic linking of distributed heterogeneous data-
bases is only just developing. Environmental monitoring and research programs are
now initiating partnerships and finding funding opportunities to develop “data-grid”
services and semantic mediation systems for environmental data (see Section 2.6).
To create a distributed networked information system requires a strong coordinating
body plus the right mix of IT, data management, computer science, and scientific
expertise, plus the financial resources to develop the common framework on which
an integrated resource is built. The U.S. LTER network, focused on linking existing
databases, illustrates this approach. LTER has a well-established infrastructure nec-
essary to build a network information resource and has begun to develop an interop-
erability framework across its ecological data holdings.'*
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2.2.3 DATABASE DEVELOPMENT
2.2.3.1 Data Definition and Specification

The choice of variables on which to base the monitoring of environmental change, and
the methodology for sampling these variables, are subjects of other chapters in this
book, but the data manager has an important role to play in these discussions. Baker
et al."” describe how the involvement of data managers at an early stage in a U.S.
LTER project ensured proper specification of data requirements. This is particularly
true of environmental monitoring programs, where data management is often the
catalyst that forces the proper specification of data objectives and highlights vagaries
in sampling designs and data capture protocols. These protocols must include unam-
biguous and repeatable standard operating procedures and be designed to capture and
deliver the required data, whether by manual or automatic means, according to stated
objectives. They should include precise specifications for monitoring variables and
guidelines on data management and data transfer. Standard formats for data handling
and transfer should be designed to minimize error; Section 2.3 covers this in more
detail. The U.K. ECN program’s published protocols provide an example of this
approach.*’

The challenge for environmental monitoring data management is not the quantity
of data but the diversity of data types and formats involved, from vertebrate popu-
lations to water quality and from field data to satellite imagery, across space and
time dimensions. In devising specifications and data dictionaries for an integrated
database, efforts should focus on a key subset of common parameters whose stan-
dardization will facilitate data interfacing,” for example, standards for expressing
space and time dimensions, and standard code-lists for taxonomies and chemical
determinants. The problems of integrating and analyzing data relating to different
spatial and temporal scales is well known and much discussed among geographers
and ecologists, and this issue has come to the fore with global change research.
Information systems can at least facilitate scale transitions by supporting coding
systems and data structures that permit easy movement through data hierarchies or
changes in resolution through simple computation.

The Data Quality Objectives (DQO) process *' is a planning approach to developing
sampling designs for data collection activities that support decision making. The formal
process is aimed at developing decision rules for selecting between two alternative
conditions (e.g., compliance or noncompliance to a standard). Although some aspects
are therefore difficult to apply to long-term environmental monitoring where the empha-
sis is on discovering patterns in the data, the DQO process embodies important princi-
ples for sampling design and data specifications. Examples include definition of the target
population, minimizing bias, identifying practical constraints, defining data and meta-
data requirements, spatial and temporal dimensions, units of measurement, reporting
precision, appropriate analytical methods, and detection limits.

2.2.3.2 Database Design

The requirement for greater functionality and complexity in data manipulation and
analysis has increased the need for greater capability in database systems. Traditional
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relational database management systems (RDBMS) offer a predefined set of robust
relational operations on a limited number of data types. To support more complex
operations and data types within the database model along with reduced applications
effort has required extension of the entity-relationship (ER) model** to include
concepts from object-oriented design. Object-relational database management sys-
tems (ORDBMS) allow user-defined data types, with associated methods such as
inheritance and encapsulation, to be constructed within the database model. Because
object definitions plus the knowledge of their characteristics and functions are
embedded within the database itself, the associated functionality is immediately
accessible through any database interface. Ramakrishnan and Gehrke® provide a
useful overview of object-oriented and object-relational database systems. The
ANSI/ISO/IEC SQL:1999 standard* extended SQL to incorporate support for the
object-relational model of data. These developments have lead to increased use of
object-oriented modeling languages in database design, for example the Unified
Modeling Language (UML).” This is not to say that an RDBMS implementation
using ER modeling techniques is no longer appropriate as a database design method.
ER and conventional normalization techniques still provide a powerful insight into
the nature and issues involved in the data model implementation. However, the
RDBMS implementation should be seen as a basic form of an ORDBMS imple-
mentation as the data model may need to be extended to include further object
functionality at a future date.

The database design should be as generic as possible to provide sufficient
flexibility for handling a wide range of data types and their relationships, plus later
inclusion of new data types. At the same time, the design needs to be easily under-
stood (particularly where scientists are using the database directly) and the structures
easily interfaced with data access and analysis software. The meta-database will
play a key role and is often the most important design to get right, as it provides
the information, knowledge, and structures which form the hub of an integrated
database.

It is important to distinguish between the logical data model produced through
a process of normalization and the physical model of data tables to be implemented
in the database system. The process of normalization should produce a clear under-
standing of the structure of the data and the issues involved in their dynamics.” This
understanding should then be used to implement a physical data model that delivers
the functionality the users require. If normal form is slavishly implemented, many
complicated and time-consuming relational operations may be needed to construct
the type of denormalized, derived data sets most commonly used in data analyses.
These operations will have to be carried out correctly either manually by users or
through the construction of a tailor-made interface. If the data in the database are
of the “write-once, read-many” type commonly found in data archiving systems,
then relaxation of the normal form to bring the physical implementation closer to
the denormalized form required by the user might be desirable. Although this is an
attractive strategy from the user’s point of view, the database manager must recognize
the dangers inherent in this approach. First, if the data are liable to change, all
duplicate data in the physical data model must be kept synchronized through care-
fully constructed update procedures. These procedures will become more complicated
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as the data model evolves. Second, moving the physical data model toward one
particular denormalized form will make the production of other derived data sets
more difficult. For these reasons, denormalization issues tend to be handled through
the creation of views of data tables, through applications code, or OLAP techniques
(see Section 2.5.3.1). Either way it is important to recognize that the endpoint of
the data modeling process is efficient use and maintenance of the data, not a perfect
physical implementation of a logical model.

Specialized data models and techniques are required for spatial data to cater for
multidimensional object definitions, surface representations, and relationships based
on both distance and topology. Information systems for environmental monitoring
will almost certainly need to provide for the handling of both vector (e.g., digital
map data) and tessellation (e.g., satellite imagery) models of spatial data and related
operations to provide for both object-oriented and location-oriented analyses.*® Geo-
graphical information systems (GIS) and image-processing systems provide this
functionality, but isolated development has inhibited system integration (see Section
2.2.3.3). Environmental change research requires the ability to integrate analyses
across space and time, for which suitable data structures and functional systems are
only just beginning to develop.”*

An enormous body of literature exists on database and spatial database design
and management; some key texts are referenced for this chapter.”>***

2.2.3.3 Software

Key considerations in choosing database management software for long-term envi-
ronmental databases are reliability, security, flexibility, compatibility, and support.
Cheaper open source software may be tempting, but there may be little support when
things go wrong and no guarantee of continuity and upgrades in the longer term.
Where data are sensitive, the system must be capable of handling variable access
controls on database objects for different users. Rollback and automatic auditing are
useful features. Multiuser access is clearly essential for a network information
resource. The system should be capable of easy integration with applications soft-
ware such as statistical packages, spatial analysis systems (GIS), and Web-based
data access and display tools. The rather separate and isolated evolution of GIS
resulted in an unhelpful divide between conventional database and spatial analysis
systems. Environmental database managers and developers were faced with a choice
of either using a database or a GIS, or duplicating data across both. To some extent,
the difficulty was caused because conventional relational data structures were inef-
ficient at supporting spatial object definitions. Better, more dynamically linked
systems are now developing through development of standards for spatial geometries
and object definitions (e.g., OpenGIS Consortium;*' SQL/MM spatial) and their
implementation by database software vendors (e.g., Oracle Spatial), coupled with a
more open systems approach from GIS vendors.

2.2.3.4 Database Security and Recovery

The system needs to be secure against illegal or unintended access, deletions, or
updates, while at the same time easily accessible to those authorized to use it. The
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two principle issues here are prevention through security schemas and recovery
through back-up systems. Database and network security have expanded enormously
in importance alongside the rapid spread of Internet access, and there is much
literature and Web information on these topics. Security issues with respect to the
Oracle RDBMS are discussed by Theriault and Heney.*” Designing the database
security schema is a priority as this forms the core element of the security system,
with network-layer security software such as firewalls providing front-line protec-
tion. Monitoring accesses and maintaining audit trails are recommended to track
access and to check for loopholes in the schema. Some simple precautions for
environmental databases are provided by Nottrott.** Data managers should remember
that the system needs to be protected from internal data management errors as well
as the outside world; it is worth setting up different database management access
modes to minimize write-enabled contact.

Perhaps the worst type of security breach for long-term databases is one which
lies undiscovered and is only recognized during data analysis some months or even
years later, after which several published papers have been written (the stuff of data
manager nightmares!). Data verification rules (see Section 2.3.3) have a strong part
to play here but, of course, they need to be run periodically on all the data in the
database, not just on new data.

Back-up systems and audit trails provide the means of recovery from unsched-
uled changes. To keep storage space requirements to a minimum, back-ups are often
overwritten after a specified time period, for example, daily backups overwritten monthly.
However, it may be important to maintain periodic “snap-shots™ of the database in per-
petuity. Finally, original datasets including field sheets should be maintained wherever
possible, preferably in a protected environment as the ultimate backup.

2.2.4 INSTITUTIONAL ISSUES

Any collaborative program that involves data collection or data exchange needs to
establish an agreed data policy as early as possible to avoid later conflicts of interest
or misinterpretations. A data policy should address:

* Data ownership and intellectual property rights
* Access protocols for data at different levels (raw/summarized/value-added):
* Licensing requirements
* Conditions of use
e Waivers
* Authorization: Who grants this and on what basis?
e Security schemas and user authentication
* Quality assurance — e.g., minimum requirements for data release
* Charging policy
* Time-period for exclusive use before data release, if appropriate
* Publication procedures: authorship, acknowledgment, etc.
* Data management procedures and standards, including back-up, security,
archiving, and exchange formats
* Monitoring access to data and production of published material
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International programs will need to accommodate local constraints and access
legislation within their data policies. The design of data access systems should attempt
to minimize the bureaucracy and bottlenecks which can develop during licensing and
authorization of users, and maximize the degree to which the system can be auto-
mated. Requesting authorization can be a particular bottleneck, and it is important
(1) to nominate an individual who is contactable on a regular basis (organizations
are tempted to nominate a high-ranking official who is far too busy), and (2) to agree
to a time limit for response. It may be possible to gain agreement for a certain level
of summary data above which data can be made open access. ECN has adopted this
strategy and was able to implement its Web-to-database access system without the
need for specific security and authentication protocols (apart, of course, from the
database level). Conditions of use clauses can be incorporated into the gateway for
these systems, and the need for email to download data helps monitor use.'’

Considering the urgent requirement for access to integrated data to understand
complex environmental problems, it is surprising how many institutional philoso-
phies still work in the opposite direction. Scientific reward systems can actually
inhibit data sharing because they encourage competition through exclusive publica-
tion records. Programs intended to be collaborative have faltered because of com-
petitive assessment mechanisms and the lack of incentive to share data and results.
The U.S. National Committee for CODATA listed recommendations to address
institutional barriers to data integration for global change research.” In summary,
these are (1) reassessment of reward systems to encourage interdisciplinary research,
(2) closer policy relevance, (3) giving data managers equal status with principle
investigators and the opportunity to be involved from the start of a program, (4)
early development of an agreed data policy and access protocols, (5) better commu-
nication among participating organizations, and (6) establishment of data and infor-
mation analysis centers to derive added-value datasets and facilitate data exchange.

In the U.K., there have been additional barriers created through the encouragement
of government departments and agencies to recover significant revenue through data
licensing (for example, digital topographic data),**** even by charging other government-
funded organizations including universities and research institutes. This has been a
considerable setback to the dissemination of information across public bodies and,
indirectly, has been a factor that has inhibited integration of information and manage-
ment practices. Revised and more enlightened policies, coupled with new legislation
on freedom of information and the advent of the Web, are helping to reverse this process.

2.3 DATA QUALITY

The concept of quality is most useful when expressed as “fitness for purpose”: an
evaluation of a “product” (in this case data) in relation to a specified need. For
environmental change research, which is concerned with the ability to distinguish
signal from noise or real effects from measured artefacts, quality assurance (QA)
procedures are critical. This means setting quality criteria and objectives at the outset
of a data-gathering exercise, monitoring the process to assess how far these are being
met, qualifying the data gathered, and providing feedback to enable procedures to
be adjusted to keep the system on track.
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Data of unknown quality are in effect as unreliable as poor quality data; little
confidence can be placed in their analysis and interpretation. Users are typically unaware
of the flaws that can arise in environmental data, the effects of compounding those
errors through combining datasets,”® and the limits to which datasets can be applied
and interpreted. Spatial data are particularly vulnerable to misinterpretation, particularly
where mapped interpolations and classifications are concerned. Metadatabases play an
important role in providing information about the quality of data and how datasets have
been derived; such metadata should always accompany data downloads.

The management of data quality should be an integral component of the quality
system that applies to the monitoring program as a whole, from data capture to data
delivery and presentation. The ISO 9000 series of standards®’ focuses on standard-
izing procedures for quality management. Although originally geared towards phys-
ical manufacturing products, ISO 9000 principles form a useful framework for
developing QA systems for environmental monitoring.

The following is some useful terminology:

Quality assurance: A term embracing all planned and systematic activities
concerned with the attainment of quality

Quality objectives: The specification of target values for quality criteria (such
as accuracy and completeness)

Quality control: Operational techniques and activities that are used to fulfill
requirements of quality

Quality assessment: Procedures for assessment of the degree to which quality
objectives have been met after data capture — ideally providing evidence
that they have been met. This should be a system of monitoring, which
feeds back into the quality control process to maintain quality targets.

2.3.1 QA Procepures FOR DATA CAPTURE AND HANDLING

The flow of data from capture to database, whether via manual or automated meth-
ods, should be designed to follow the standard operating procedures and support the
quality criteria expressed in monitoring protocols, including the meta-information
required to describe and qualify the data. Protocols should include data quality
objectives and the quality control procedures that need to be applied in order to meet
them, for example, guidance for handling of samples, and calibration and mainte-
nance of automatic sensors. Guidelines for handling the data that derive from the
field survey, sensor, or laboratory analysis must be clear for the less computer literate
and designed to minimize error. Structures within the database should be designed
to preserve the quality of the data and integrity rules used to prevent illegal entries,
for example, duplicate records, null values in keys, or codes not present in a master list.

One of the principal sources of error for manual data capture is data entry. Field
recording procedures and data entry systems should be designed together (they may
be one and the same where field computers are used). The layout of field forms
(whether on paper or field computer) should make recording as simple and straight-
forward as possible. They should reflect the method of survey to avoid wrestling
with ten paper sheets in a gale where one would have done or unnecessary scrolling
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and jumping between screens. Transfer of data from field sheets to data entry screen
in the laboratory should also be a simple read-across process; the system rather than
the operator should perform the necessary transformation of data into suitable data-
base structures. Transcription should be kept to a minimum. “Double punching” (a
term from punch-card days), in which data are keyed in twice by independent
operators and then computer-verified for agreement, is an excellent practice when
resources allow, as subtle within-range typing errors can be detected this way. Standard
data entry and transfer templates with in-built validation checks help prevent the
input of “illegal” values and inconsistencies at an early stage, and ensure that data
arrive at the data center in the expected format for further validation and database
import.

Networked data import systems, for example, via the web, enable personnel at
monitoring sites to submit and import data to the database directly, which speeds
up the flow of data. However, as well as data verification checks, such systems must
provide adequate explanation to users for failed data and proper indication of what
should be done about such values. Automatic data capture systems (e.g., weather
stations) can be linked via telemetry to provide data in near-real time to the database.
However, the lack of manual intervention means that validation issues may not be
resolved and the data should carry a “health warning.”

Field forms, data entry systems and database design should not constrain the
provision of information on factors which might affect data quality. Details of any
deviations from standard procedures, faulty instrumentation, and problems during
the sampling period should accompany the data transferred to the database and be
stored as metadata, for example, through predefined quality codes attached to data
records or, where these are insufficient, free text.

2.3.2 MiIsSING DATA AND UNCERTAINTY

Procedures for handling missing data values and uncertainty should be built into the
data management system structures and documentation from the outset to avoid any
ambiguity during data capture and interpretation. One recurring theme is the differ-
ence between missing values and zero, for example, the difference between “no
catch” in the context of an insect trap that was not set (missing data) and “no catch”
in the context of an insect trap set but no individuals found (zero). Protocols and
data-handling guidelines should explain this important distinction in the context of
the particular survey or sampling method. Missing data values may be recorded in
the database using null values (sometimes frowned upon by relational database
purists because of the “special” way the software may treat nulls) or through missing
value codes. Codes enable direct look-up to explanations in the meta-database and
work well with categorical data, but can be risky in numeric data fields if users are
accessing data tables directly to generate summary statistics.

Laboratory analytical methods normally carry a limit of detection (LOD) below
which a result cannot be accurately determined. Methods for both storing and
analyzing these “less-than” values is another recurring theme, and the two should
not be confused. Data managers need to ensure that this uncertainty is explicit within
the database structures; what the researcher decides to do for their analysis is a
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separate issue which may depend on the statistical method. Whatever value is stored
within the numeric field (often the detection limit itself) must be accompanied by
a metadata flag identifying it as an LOD, and data downloads must include this
metadata flag. Species identification is another common area where results can be
uncertain. The taxonomic hierarchy can be used to handle different resolutions of
identification, for example, recording at genus level where the species is not deter-
mined. However, there are often situations where the individual is known to belong
to one or other species among many within the genus, and this information is lost
if only the genus is recorded. At the very least, this additional information needs to
be recorded within the metadata; some taxonomic databases may handle this infor-
mation through explicit data structures.

2.3.3 DATA VERIFICATION

Data verification is a key step in the quality assessment process. Data verification
is sometimes called data validation, although a distinction between the two can be
made as follows: data verification is the process of evaluating the compliance of
data against the requirements of the method, and data validation attempts to assess
the analytical quality of the data beyond the method as well as the impacts of its use.*

Data verification is concerned with screening data for contamination which may
have occurred at any stage during data capture and handling. Edwards®® explains that
this will involve checking for (1) illegal values—values which are literally impossible,
given the actual phenomenon observed, or (2) outliers—values which are unusually
extreme, given the statistical model in use. It is important not to confuse the two.
Simply because one has never observed a concentration below a given threshold and
can’t imagine it ever happening does not make it illegal.* Trapping illegal values may,
for example, involve checking that count data include only integer numbers or com-
paring values against a master list, for example, a list of permitted categorical codes.
Numeric range checks are often used as a “first-pass” procedure to detect possible
outliers, which are then followed up through statistical investigation. Setting these
ranges should also be the subject of statistical investigation: too broad and they miss
important problems, too narrow and they throw up most of the data. Verification
procedures might be designed to be site-specific, for example, to be sensitive to the
variability in polluted as opposed to pristine sites or season-specific, based on expected
seasonal patterns in the data. Multivariate checks can be made on variables which are
known to be closely correlated. Visualization of data often shows up problems which
are not apparent through range checking, for example, an instrument error which causes
the same “valid” value to be recorded exclusively over a period of time. Visualization
should ideally be part of the automated data verification process.”’ Other data verifi-
cation procedures include formatting, logical integrity, and completeness checks.

An important issue is what to do with the outlying data values once detected
and investigated. Long-term monitoring programs should adopt a very cautious
approach to discarding data to avoid repeating the ozone hole mistake.*' Data values
should never be discarded unless there is a known and understood cause of contam-
ination which has rendered the data meaningless, for example, a verified instrumen-
tation fault. Otherwise, values identified as outlying should be kept and flagged up,
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with details provided in the meta-database. Where suspect values can be back-
estimated, for example, for systematic errors like instrument drift, then both the
original and the estimated data should be kept with both flagged up and described
appropriately. Quality assessment procedures often involve performing an indepen-
dent second survey or analysis as a check on correct application of the data capture
methodology or on operator skills, for example, resurvey of vegetation plots or
reanalysis of laboratory samples and interlaboratory trials.® Note that all sets of
results may be equally valid; in any case, all should be maintained in the database
with appropriate explanatory metadata.

Following up suspect data is a time-consuming business, especially when run-
ning a network of monitoring sites making frequent submissions of a broad range
of data types. Even if verification procedures are well automated, intervention is
often needed to follow up queries with site-based personnel. In addition, feedback
to sites from the quality assessment phase should be provided to ensure systematic
errors and deviations from the data capture and handling methodology are corrected.
Logs or audit trails should be maintained on data processing verification and trans-
formation procedures and on any changes which may subsequently be made when
errors are detected at a later stage. These can be built within database itself for
administrative purposes and linked to relevant data and quality information tables.

2.4 METADATA

The importance of metadata is now received wisdom. Datasets can be rendered
useless unless accompanied by meta-information that at least describes their
attributes, derivation, quality, and structure. Content standards for metadata have
largely emerged through the development of spatial metadata and exchange standards
since the early 1990s.***° More recent versions of these standards have begun to
cater explicitly to the time dimension, clearly important in environmental monitoring.
The U.S. Federal Geographic Data Committee standard has been widely used inter-
nationally, and efforts are underway to harmonize this with the recently published
ISO 19115 standard for geographic metadata.*

The U.S. Spatial Data Transfer Standard (SDTS) has set the basic framework
for data quality that has been incorporated into U.S. and international efforts.’ Data
quality principles (ISO 19113*) are embedded in the developing international stan-
dards for geographic information. The principle quality criteria recognized by these
standards are accuracy, completeness, lineage (derivation), and logical consistency
(the fidelity of the logical relationships encoded in the database). Beard and
Buttenfield*® promoted a view which seemed particularly appropriate for environ-
mental monitoring: that location, theme, and time should be seen as dimensions
across which quality criteria can be applied; thus accuracy might apply to a coor-
dinate (“positional accuracy”) or to an observation (theme) at that position (“attribute
accuracy”) or to the timing of an event (“temporal accuracy”). Other related param-
eters which would normally accompany these quality criteria are resolution (the
smallest quantity that can be recorded by a measurement device or method) and
precision (the exactness with which a value is expressed).
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2.4.1 METADATA SYSTEMS

The development of metadata systems has become an important and expanding part
of environmental data management, especially since the increased visibility of data
sources and direct access mechanisms through the Internet. There has been an
explosion of metadata systems operating at the “data discovery” level that stop short
at data center contact details; the data content and structures to support this are fairly
generic. However, to provide direct access to data means providing the “technical”
level metadata and knowledge necessary to use and interpret the dataset. Whereas
meta-databases used to be regarded as a kind of data annex, they are now recognized
as forming the hub of knowledge for an information system.

The description of the physical implementation of a database, the terminology
used, and the logical structure of the data held are important features of a database
which can often be quite specific to the nature of the monitoring program. The
requirement placed on this metadata functionality by the use of the Internet is not
only that this data must exist and be available to a global user community but also
that the nature of this information must be sufficiently generic that it can be read
and understood by a wide range of users, both human and machine. Metadata systems
may be required to service automated requests for information in several formats as
monitoring programs form global networks to address particular environmental
issues. These requirements are by no means peculiar to environmental data manage-
ment, and many Internet developments from other sectors are now and will continue
to be relevant to this area. It is important that data managers seek out these devel-
opments (for example, through collaboration with the computer science and biblio-
graphic communities) and do not attempt to reinvent the wheel.

Within the Internet environment, one particular database system is likely to be
a member of a wider, federated network of peers. The federation allows peers to
maintain their own internal data structures and protocols and take part in other
networks. However, they must conform to common standards for communication of
data requests and the servicing of these requests in a peer-to-peer model. A common
protocol used in the peer-to-peer model is the ISO Z39.50 protocol for information
search and retrieval. The protocol allows requests to be propagated across the
network via Z39.50 client and server software at each node. This allows a user at
any one node (or outside the network) to request information from catalogs of data
entries held and maintained at all other nodes. This system is consistent with the
federation ideas mentioned previously.

2.4.2 EXxTeNsIBLE MARKUP LANGUAGE (XML)

Having created a catalogue of data holdings that can be accessed over a network, a
method is required to inform potential users of content and structure of those
holdings. This method can then also be used to enable the transfer of data to and
from other applications. Standards for the description and manipulation of document
content are being rapidly transformed by the use of XML and associated Web-based
standards.
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XML provides a mechanism for describing the content of documents using a
tagging system similar to HTML. It has been designed to exchange documents over
the Internet and is increasingly used in other application domains. XML comple-
ments rather than replaces HTML. HTML uses predefined tags which define how
information is to be formatted and displayed. XML tags are unlimited and user
defined, and are used to describe the structure and contextual meaning of informa-
tion. XML can be used to represent any kind of structured or semistructured docu-
ment, e.g., papers, Web pages, database schemas, etc. This means that the structure
of documents can be mapped, enabling the rapid and accurate location of relevant
information. XML is more than just a markup language; it is a metalanguage which
can be used to define new markup languages. It enables users to create a language
designed specifically for their own application or domain. One example in the
environmental domain is Ecological Metadata Language (EML).*

Database systems have adopted XML technologies to enable more flexible
exchange of data between applications. The power of XML to describe the intended
content and structure of data makes it ideal for enabling the transfer of metadata
and data between applications when used in combination with search and retrieval
protocols such the Z59.50 example described above. Examples of such networks
can be seen via the Australia New Zealand Land Information Council (ANZLIC)*
and the Australian Spatial Data Directory (ASDD),”! and via the Climate and Envi-
ronmental Data Retrieval and Archiving System (CERA)** at the Potsdam Institute
for Climate Impact Research.

Protocols for XML descriptions are evolving rapidly via standards such as the
World-Wide-Web Consortium (W3C)** XML schema standard and the concept of
Web services. The idea of the Web service extends the previously described network
model to include a services registry of nodes offering data operations. The services
in the registry are a well-defined set of callable procedures. Web service descriptions
and remote procedure calls between applications of this type are supported by W3Cs
Web Services Description Language (WSDL) and Simple Object Access Protocol
(SOAP), respectively. Using these developments, a metadata system can be devel-
oped that offers publication of data services to the global community via an Internet-
based services registry and remote invocations of those services, not only by human
users but also by automated applications. This is particularly relevant to the idea of
a Web portal where a user can access many different services from a single Web page.

2.5 DATA ACCESS, EXPLORATION, AND ANALYSIS

Environmental information systems should allow researchers and decision makers
access to heterogeneous data sources in a form suitable to address their particular
questions. They should provide convenient navigation aids and analytical tools that
help users to take advantage of information without requiring them to understand
the sometimes-complex structures and relationships within a database.> Ideally, they
should be able to integrate datasets from distributed sources, supporting the interop-
erability of these autonomous databases without requiring their physical centraliza-
tion, adding value and allowing a more complete picture of the ecosystem to be
developed.
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2.5.1 USsErs OoF ENVIRONMENTAL INFORMATION

Although routine collection of data from environmental monitoring programs has
the potential to provide a wealth of information on the state of the environment,
data from these programs can often be under-used because of (1) the difficulty of
accessing the data, (2) the difficulty in assessing whether the data contain anything
of interest or relevance in the time available to the user, and (3) the delay between
collecting the data and its publication in a conventional form.>

The challenge facing managers of environmental databases is to provide data
access systems to suit the often-different requirements of members of their user
community. These could include, for example:

1. Scientific researchers who require access to raw data for detailed analysis
of spatial and temporal patterns in the data.

2. Information brokers (e.g., sponsors of research programs or policy-mak-
ers) who may not necessarily require access to the high-resolution data,
but who need summaries and interpretations of scientific research on
which to base policy decisions. They may require guided access to sum-
mary data for inclusion in reports or interpreted information about trends
in the data, for example, whether a pattern indicates a long-term trend
that is likely to continue.

3. General public and schools that are likely to want easy-to-understand,
interpreted information on environmental change, such as environmental
indicators which enable easy assessment of how aspects of the environment
are changing and how these changes could affect their lives (for example,
see a set of climate indicators in the U.K.*®). They may also want guided
access to summary data if they wish to explore the data further.

2.5.2 WeB-BAsep DATA AcCCEss

The growth of the Internet has dramatically changed the way in which information
can be managed and accessed. Users can retrieve information stored in thousands
of interconnected networks across the world. The World Wide Web has become the
obvious development platform for data discovery, query, and delivery systems, and
is a highly accessible broadcast medium where up-to-date information in many
different formats from different sources can be explored at low cost for the user. It
is highly versatile: text, graphics, data, sounds, video, and other multimedia com-
ponents can all be incorporated within a single system.

Web technology can be used to develop dynamic interfaces to environmental
databases. Custom-built interfaces can be created either by using web integration
tools provided with many database management, GIS and analytical software systems,
or through the use of programming languages such as Java, ASPNET, and other
scripting languages. For example, the ECN Web site’” includes an interface which
enables users to build their own database queries by selecting any combination of ECN
sites, core measurement variables and date ranges for dynamic generation of graphs
and cross-tabulations, or for data download via electronic mail to a local machine."”
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Other features on this site include near real-time access to data from automatic
weather stations at ECN’s sites and a dynamic set of climate change indicators for
the U.K.

Many other monitoring programs provide access to their data over the Internet,
for example, the U.S. Long-Term Environmental Research Program.” Others use
the Internet to collect and display data from community-based monitoring programs,
for example, the Canadian Ecological Monitoring and Assessment Network® or the
GLOBE program.*

2.5.3 DATA ANALYSIS

Technologies such as online analytical processing and data mining have been devel-
oped over the last decade, originating in the business community. These are tools
designed for information analysis and could have considerable potential for use in
environmental information systems, for which they are only now beginning to be
explored and applied.

2.5.3.1 Online Analytical Programming (OLAP)

OLAP is a term coined by Codd.®" It is designed for the dynamic synthesis, analysis,
and consolidation of large volumes of multidimensional data. OLAP systems use
multidimensional structures either physically to store data or temporarily to hold
data from databases or data warehouses. Multidimensional structures are best visu-
alized as cubes of data with each side of the cube as a dimension; for example, a
simple cube could include species, location, and time as dimensions (Figure 2.2).
Cubes can be expanded to include other dimensions. These provide a compact and
easy-to-understand way of representing data.

OLAP software uses these multidimensional views to provide quick access to
information and allow users to analyze the relationships between data items, looking
for patterns and trends.®* The software aims to insulate users from complex query
syntax so they do not have to understand the database structure or construct complex
table joins. There are a wide range of OLAP functions such as navigation through
levels of aggregation in the data; for example, data for a time dimension could be
aggregated in years, quarters, months, weeks, and days (this is often called “drill
up/down”). Another common OLAP function is termed “pivoting,” which refers to
the ability to look at data from different viewpoints. For example, one slice may
look at all the butterfly species found at a particular location. Another slice could
display data for a particular species over a year. This type of analysis is often
performed along a time axis to analyze trends or find patterns in the data.

2.5.3.2 Data Mining

Data mining is the process of extracting valid, previously unknown information from
large databases using a variety of techniques.® It is concerned with the analysis of data
and the use of software techniques, including statistical, mathematical, and artificial
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Location Butterfly Species Month Count
A Common blue June 21
A Common blue July 32
A Green-veined white June 27
A Green-veined white July 37
B Common blue June 14
B Common blue July 23
B Green-veined white June 17
B Green-veined white July 28

(a) relational form
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(b) a three-dimensional cube

FIGURE 2.2 Multidimensional data views.

intelligence technologies, to find patterns in sets of data.** Common statistical methods
used include regression (linear, logistic, and nonlinear), discriminant analysis, and
cluster analysis. However, as data mining becomes more common, machine learning
techniques such as neural networks and rule induction are also getting more con-
sideration.®® Although complex in their own way, these methods require less statis-
tical sophistication on the part of the users.

Neural networks are an approach to computing that involves developing mathe-
matical structures with the ability to learn. They can be used to extract patterns and
detect trends that are too complex to be noticed by either humans or other computer
techniques. Rule induction is a complementary technique. Working either from the
complete dataset or a subset, a “decision tree” is created representing a series of rules
that lead to a class or value. Each class has a unique pattern of values which forms
the class description and makes it possible to predict the class of unseen objects.
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These rules provide a useful, comprehensible “audit trail” for nonspecialists to
understand how the results were obtained.

Data visualization helps understand and explore information in large, complex
datasets. It can be a powerful way to sift through information and spot patterns and
trends or identify outliers, and can be useful for quality assurance of data as well
as data analysis. Visualizing data is not a new idea, but the rapid development of
computer graphics techniques and analytical tools, together with the growth in
computing power, can now support real-time interactive environments, which have
spawned an explosion of user interest from all sectors. Visualization is increasingly
seen as an integral component of an information system. Advanced techniques are
being applied in environmental data analysis and data mining, and in environmental
modeling to allow users to test scenarios of change, for example, adjusting model
driving variables and viewing the impacts of policy or customizing landscapes.
Virtual reality approaches enable immersion in virtual worlds supporting not only
visual awareness but other sensory interactions.

2.6 DEVELOPING TECHNOLOGIES FOR NETWORKED
INFORMATION SYSTEMS

A growing requirement in global change research is the ability to integrate data from
distributed sources in order to allow multidisciplinary, multiscale, and geographically
extensive analyses. Research should theoretically be unconstrained by the way data
are organized in regional, national, and thematic databases. Science is now being
undertaken by “virtual organizations,” whereby teams who may belong to several
different institutions located around the world can rapidly combine resources to work
on a specific project. The mechanisms enabling this also allow groups to reform in
different combinations to work on other projects. Each project will dynamically call
on distributed computing and information resources, depending on the nature of the
question being addressed.

Developments in networking technology mean that Internet access to a virtual
information resource composed of linked and harmonized distributed databases is
becoming possible. The new challenge facing data managers and scientists is how
databases can be dynamically linked, not just technically but (probably more diffi-
cult) in terms of the data themselves to enable comparative analyses across theme,
time, and space. The solution lies in devising methods for describing terms and their
relationships between databases which can be used to translate and transform data
into comparable integrated forms. Whereas this activity has traditionally been carried
out by scientists and statisticians according to need, to achieve truly “interoperable”
databases these descriptions must be embedded in and used dynamically by the
system in response to user query. This implies the use of intermediate software
agents that can take descriptive information, such as taxonomies of data items and
inference rules, to build the required derived data set from separate data resources.
Development of these semantic capabilities is described below. Using such facilities
allows accesses to and transitions between data sources, providing a unified data
discovery, query, and delivery interface across distributed data sources.
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2.6.1 Grip-DistriBUTED COMPUTING

The grid is an emerging infrastructure that enables computers and networks to be
linked together into a seamless common resource. The initial impetus came from
the supercomputing sector and was focused on sharing computer power. However,
the potential for linking distributed heterogeneous information resources via data
grids, and linking these with appropriate application software has far-reaching impli-
cations for global research, and this is now a rapidly developing area of technology.
The grid will be a secure, flexible infrastructure for sharing geographically distrib-
uted resources, such as computing, data and software services among groups of
individuals,* and will enable the development of powerful tools to access and combine
data from distributed data sources, providing toolkits for analyses on-the-fly.5”
The term “E-science” refers to the collaborative science that will be enabled by this
new technological infrastructure.

Users should not necessarily need to know what resources they are using or
where they are located, and they should be able to access distributed data in a uniform
fashion. From the user perspective, the operation of the grid is as follows:

* A user submits a request via a web portal specifying the requirements of
the query.

» Grid services seek appropriate data and software tools, and allocate resources,
such as computing power and storage space, in order to satisfy the request.

» Security and authentication checks are carried out for access to data and
resources.

» The progress of the request is monitored.

* Results (information, analyses, dynamic visualizations, etc.) are presented
to the user.

A range of “middleware” (software that connects applications) platforms are being
developed, together with emerging standards such as Open Grid Services Architecture
(OGSA). Among these platforms are Globus® and Unicore,” which include resource
allocation and authentication tools. Currently, most data-grid development activities
are limited to data stored as flat files. However, an exception is the San Diego Super-
computer Center (SDSC) Storage Resource Broker (SRB)’! which enables scientists
to create, manage, and access unified virtual data collections located on distributed
heterogeneous data resources, including relational databases. The Global Grid Forum
working group on Database Access and Integration Services (DAIS-WG)” seeks to
promote standards for the development of grid database services, focusing principally
on providing consistent access to existing, autonomously managed databases. How-
ever, there is still some way to go before these developments are able to support the
type of seamless and flexible access to resources envisaged by E-science.

2.6.2 THE SEMANTIC WEB AND KNOWLEDGE-BASED DATA SYSTEMS

Combining distributed data resources across the Internet requires embedded knowl-
edge of the terms and relationships used within and across those resources. A formal
description of the meaning of data content not only provides better quality of
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information for the human reader but also provides the material for software appli-
cations to automatically interpret and draw inference of how data can or cannot be
integrated in answer to a user request. A key area of development is work on
standards for the Semantic Web through the working groups of the World Wide Web
Consortium (W3C).” The idea is to add knowledge representation and semantic
descriptions to Web resources, allowing logic questions, choices, and inferences to
be made about their content. The use of ontological languages such as the W3C’s
Ontological Web Language (OWL) standard is one such development for knowledge
representation.

The idea of adding meaning and logic to data resources has been extended to
the grid environment, and it is likely that the developments from the Semantic Web
will feed into grid technologies. Such grid-based facilities would begin to provide
the tools for researchers to combine different resources and services dynamically
across the Internet to answer complex questions requiring access to many different
resources. The job of the data manager is then extended to include the representation
of knowledge on how to use the data in semantic descriptions and ontologies. This
is an extension of metadata toward more formal structures that will enable the type
of interoperability that is required by Internet-based researchers. At this time systems
capable of such dynamic integration of environmental data over the Internet are devel-
opmental. One new initiative in this area is the Science Environment for Ecological
Knowledge (SEEK) program.”

2.7 CONCLUDING REMARKS

As data and information management is promoted towards center stage, huge
demands are placed on data managers and information system developers. They
must not only design systems to capture, manage, and provide access to data within
one particular database but also enable that resource to be employed in combination
with other resources using Internet-based technologies. In environmental monitoring
in particular, they must understand enough about each topic area to build appropriate
data models and structures and cater to the increasingly complex needs of scientists.
The raised profile of quality assurance requires them to be responsible for the
management of data quality throughout the information system.

These demands and developments need resources and a change of culture. If
environmental science is to reap the benefits of new information technology, then it
needs to regard information management as an integral part of its science strategy
and make appropriate investments for the future. This is slowly beginning to happen
as scientists see the benefits of new information technology and as the role of IT
professionals is expanding. Scientific programs are increasingly urged to involve IT
and data management specialists at the outset to define information management
needs and to allocate resources accordingly. The recent U.K. E-science program was
launched in recognition of the need to encourage links between science and IT.
There are now obligations for scientific organizations to manage and provide access
to their data resources to approved standards and to present research results via easy-
to-use Web-enabled interfaces.
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The complexity and scope of environmental change research demands a com-
prehensive and integrated approach to science and information management that
breaks down the barriers between disciplines, roles, and technologies. For example,
to resolve issues of sustainable development, researchers will wish to answer ques-
tions that cut across sociological, economic, and environmental fields, combine data
from different sources, and use a range of analytical and visualization tools. A
meeting of minds between environmental scientists, data managers, data analysts,
and technologists is required to promote a more fluid system of transforming data
into information and knowledge for research and policy. Devising appropriate meth-
odologies that take advantage of new technology is the focus of the emerging
disciplines of environmental and ecological informatics. Together with grid-based
computing, these developments offer a huge step forward for science in providing
flexible and dynamic access to integrated resources for exploration and analysis of
large and complex distributed data sources.
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3.1 INTRODUCTION

Taking environmental measurements is an essential component of any environmental
program. The motivational force behind taking environmental samples is to obtain the
knowledge necessary to limit current or future health or environmental impacts result-
ing from contamination in the environment. Thus, environmental monitoring is closely
linked to risk assessment. Risk assessment is a methodological approach frequently
used to evaluate the health and environmental impacts of environmental pollutants.
The National Research Council (NRC) defines risk assessment as an “evaluation of
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information on the hazardous properties of substances, on the extent of human exposure
to them, and on the characterization of the resulting risk.” Risk assessment is not a
single, fixed method of analysis. Rather, “it is a systematic approach to organizing and
analyzing scientific knowledge and information of potentially hazardous activities or
substances that might pose risks under specified conditions.”

A cornerstone of risk analysis is the frequent use of computerized analytical
tools, such as multimedia environmental transport models, to organize and evaluate
the large quantities of information necessary to understand the present and future
implications of contamination at a site. These models are considered key analytical
tools for assessing potential, current, and future human and ecological exposure to
environmental contaminants.?3 The multimedia approach involves tracking contam-
inants from sources through multiple environmental media (e.g., air, water, soil, and
biota) to points of human and ecological exposure.

Characterization costs tend to be significant cost-drivers in most environmental
remediation or decommissioning programs. Historically, characterization costs may
run as high as 40% of the total project cost.* Deciding on the appropriate amount
of environmental sampling involves balancing the need for sound environmental
data upon which to base decisions and the high cost of obtaining the samples.
Multimedia models are increasingly being used as an aid in this balancing act.
Multimedia models provide a vehicle for organizing and evaluating existing and new
environmental data in a manner that allows understanding of complex situations and
contributes to deciding what additional data are needed for the decision at hand.
Drivers for the increased use of multimedia models are (1) the need to ensure that
the type, quality, and quantity of the data collected are appropriate for the decision-
making process and (2) the need for increased flexibility in the data-gathering process
to decrease the time and cost involved in performing site characterization.

3.2 MULTIMEDIA MODELS

Multimedia models are analytical tools that employ complex systems of equations
to assessing potential human and ecological risks from current and future exposures
to environmental contaminants.>? They incorporate both empirical and numerical
techniques to estimate risks from potential exposure to a contaminant. Typically,
multimedia models simulate contaminant dispersion, transport, and fate from sources
through multiple environmental media (e.g., air, water, soil, biota) to estimate poten-
tial exposure, dose, and risk to onsite or offsite targets through exposure pathways.
They typically include the following components:>

* Source term component that predicts the rate and quantity of contaminate
released

» Fate and transport component that simulates contaminant movement and
final disposition within and among media

» Exposure component that estimates the dose received by a target popula-
tion in contact with the contaminant

» Effects component that predicts the impact of health of the target popu-
lation based on the dose of the contaminants received
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Multimedia models offer some important advantages.>® They require risk asses-
sors to:

1. Conceptualize the relationships between environmental contaminants and
potential exposures through many media

2. Provide a framework for resolving conflicts

3. Allow stakeholder values and beliefs to be incorporated into the risk
assessment process

4. Clearly express relationships in a simplified way so that the processes of
contaminant dispersion, transport, fate, exposure, and uptake can be sim-
ulated in parallel for many media

5. Enhance understanding of how exposures may occur

6. Consolidate engineering and scientific knowledge in a way that can be
replicated, can be used to test theories, and provide insights

7. Incorporate interactions within and among media

8. Quantify the sensitivity of estimated outputs to simplifying assumptions
as well as measured and estimated model parameters

These advantages make multimedia models valuable tools for risk assessment
and for planning environmental monitoring programs.

Multimedia models were originated to meet the assessment requirements and
needs for specific sites. During the risks assessment process, risks assessors typi-
cally want to use multimedia models to gain insight into what are the most signif-
icant sources of contamination, which contaminants contribute most risks, and what
are the most important pathways of exposure.” Many multimedia models evolved
from their original purpose to provide these insights for a broader range of hazard
classes (e.g., radionuclides, industrial chemicals, landfill contaminants, power plant
emissions, etc.) and sites. It is important to know the origins of the models in order
to select the models that will appropriately simulate contaminant dispersion, fate,
and transport processes. The models must consider the targets of concern (e.g.,
onsite remediation workers, offsite residents, sensitive ecological species, etc.) and
the pathways most likely to expose the target (groundwater, surface water, soil
ingestion, dust inhalation, accumulation in foodstuffs, dermal absorption, “shine,”
etc.). Model flexibility is also an important consideration. The models selected must
be able to consider complex geology, terrain, exposure pathways, and regulatory
requirements. Finally, models must conform to guidelines set forth by regulatory
oversight agencies.’

3.3 MULTIMEDIA MODEL SELECTION

Since their introduction in the late 1970s, multimedia models have gained growing
use as tools to assess potential current and future human and ecological exposure
to contamination at a site.® The multimedia approach involves using a combination
of empirical expressions and analytical numerical solutions to differential equations
to estimate relationships among contaminant release rates, pollutant transport, inter-
media fluxes, and subsequent exposure. Multimedia models typically have been



66 Environmental Monitoring

designed to combine these estimates of human exposure via ingestion, inhalation,
external radiation, and dermal absorption with measures of potency for cancer and
noncancer endpoints to assess risks.>!?

Numerous multimedia models are utilized to estimate exposure and risk from
the transport and fate of chemical and radiological contaminants at sites in the U.S.
Department of Energy (DOE) nuclear weapons complex, current and former U.S.
Department of Defense (DoD) installations, and private sector facilities.!! Because
of their ability to consider multiple pathways and to compute environmental transport
across variable timeframes, three multimedia models have come to be widely used
at complex sites: Multimedia Environment Pollutant Assessment System (MEPAS),
Residual Radiation (RESRAD), and Multimedia Contaminant Fate, Transport, and
Exposure Model (MMSOILS). MEPAS, developed by Pacific Northwest National
Laboratory, MMSOILS, developed by the U.S. Environmental Protection Agency
(EPA), and RESRAD, developed by Argonne National Laboratory, are multimedia
environmental transport models that consider transport of contaminants in air, surface
water, and groundwater, and bioaccumulation in plants and animals. Table 3.1,
derived from the benchmarking report by Cheng et al.,'> summarizes the major
attributes of these three multimedia models. The reader who is interested in the
technical formulations and detailed assumptions of each model is referred to the
manuals for MEPAS, MMSOILS, and RESRAD.!3-15

3.4 LIMITATIONS OF MULTIMEDIA MODELS

The perceived complexity and lack of transparency of multimedia transport models
represent significant barriers to their acceptance and widespread use. For this reason,
most risk assessments still rely on hand-calculations and spreadsheet methods. However,
an even greater barrier is the view that results obtained using computer models are
highly dependent on user input and, therefore, subject to manipulation. It is widely
recognized that for decisions to be both credible and implementable, the public must
have confidence in both the scientific basis for judgments involved and the decision
processes employed.? Most of the limitations associated with multimedia models fall
into three categories: model uncertainty, parameter uncertainty, and scenario uncertainty.

3.4.1 MoDEL UNCERTAINTY

Model uncertainty stems from gaps in the theories required to accurately predict
contaminant transport, and target exposures and doses.'® Because models are math-
ematical approximations of nature, they do not provide absolute estimates of risk.
They provide conditional estimates based on multiple assumptions about source
term, environmental settings, transport characteristics, exposure scenarios, toxicity,
and other variables. Model uncertainties are introduced from the simplifying assump-
tions made during the modeling process. These uncertainties can have significant
impacts on the accuracy or reliability of risk estimates. Numerical uncertainties, which
arise from descretization or programming-related errors, are also a component of model
uncertainty. Applying models to situations beyond their capabilities can create additional
uncertainties.”!
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TABLE 3.1

Major Attributes of Three Multimedia Models

Multimedia Model Component

Contaminants
Organic chemicals
Metals
Radionuclides (parent)
Radionuclides (progeny)
Nonaqueous phase liquids

Source Types
Contaminated soil
Landfill
Surface impoundment
Injection well
Underground storage tank
Waste pile
Trench with cap
Stack without plume rise
Stack with plume rise

Source Term Characteristics
Mass balance
Multimedia partitioning
Source decay
Source ingrowth (radionuclides)
Multiple contaminants per simulation
Multiple sources per simulation

Source Release Mechanisms
Erosion
Volatilization
Runoff
Leaching
Resuspension
Direct release to Vadose zone
Groundwater
Surface water
Air
Overland

Medium-Specific Flow

Air

Box model (O-D, complete mixing)

Steady state joint-frequency-of-occurrence (wind
speed, stability class, direction)

RESRAD

R R R

R

*

MMSOILS

MEPAS

R R R

E I S

*

*

R R R

*

L I

L S

(continued)
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TABLE 3.1 (Continued)
Major Attributes of Three Multimedia Models

Multimedia Model Component RESRAD  MMSOILS MEPAS
Channeling of winds — — *

Surface Hydrology
Precipitation — Runoff, infiltrate, etc. * * *

Surface Water

Surface water (1-D steady state) — * *
Surface water (n-D dynamic) — — _
Wetlands — _ *
Groundwater

Vadose zone (SS infiltration-soil moisture) * * *
Vadose zone (1-D dynamic) — — *

Vadose zone multiphase flow — — —
Groundwater (1-D steady state) * * *
Groundwater (n-D dynamic) — — _

Medium-Specific Contaminant Transport

Atmosphere

Near field (0-D, complete mixing) * * —
Far field—simple terrain (Gaussian plume) * * *
Far field—complex terrain — — *

Surface Water
Overland (advection only) — * *
Simple water bodies (0-D, complete mixing) * #* *

Streams & Rivers

1-D advection & dispersion — — *
1-D advection, 2-D dispersion — — _
n-D advection & dispersion — — _

Lakes & Reservoirs
1-D advection & dispersion — — —
n-D advection & dispersion — — _

Groundwater

Vadose zone (1-D advection only) * * *

Vadose zone (1-D advection & dispersion) — * *

Homogeneous aquifer (1-D advection only) * * *

Homogeneous aquifer (1-D advection & n-D — * *
dispersion)

Homogeneous aquifer (n-D advection & dispersion) — — —
Radionuclide progeny-specific retardation * — —

(continued)
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TABLE 3.1 (Continued)

Major Attributes of Three Multimedia Models

Multimedia Model Component

Contaminant Transportation & Path Process
Ist order decay (no decay products)
Ist order decay (with chained decay products)
Non-1st order decay
Linear partitioning (water/air, water/soil)
Nonlinear partitioning (water/soil)
Chemical reaction/speciation

Intermedia Contaminant Fluxes

Surface Soil

Air (volatilization, resuspension)
Vadose zone (leaching)
Overland (erosion, runoff)
Offsite surface soil

Overland
Surface water (erosion, runoff)
Aquatic organisms (uptake)

Surface Water
Sediment (sedimentation)
Groundwater (percolation)

Vadose Zone
Air (volatilization)
Surface water

Groundwater

Surface soil (deposition)

Air

Surface water (deposition)
Vegetation (deposition)
Vegetation (uptake, deposition)

Soil, Irrigation
Vegetation (uptake, disposition)

Vegetation, Soil, Water
Dairy animals (uptake)

Exposure pathways
Ingestion (plant, meat, milk, aquatic food, water, soil)
Inhalation (gases, particulates)
External radiation
Dermal

RESRAD

L S

MMSOILS

* % %

MEPAS

* % %

L S

(continued)
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TABLE 3.1 (Continued)
Major Attributes of Three Multimedia Models

Multimedia Model Component RESRAD  MMSOILS MEPAS
Human Health Endpoints

Radiological dose * — *

Cancer (risk) * * *

Non-cancer (hazard quotient) * * *

Individual (mean, EMI) * * *

Population (distribution, cumulative) — — *

Note: * indicates component is included; — indicates component is not included.

Source: From J.J. Cheng, J.G. Droppo, E.R. Faillace, E.K. Gnanapragasam, R. Johns, G. Laniak,

C. Lew, W. Mills, L. Owens, D.L. Stenge, J.F. Sutherland, G. Whelan, and C. Yu, Benchmarking
Analysis of Three Multimedia Models: RESRAD, MMSOILS, and MEPAS DOE/ORO-2033, Oak
Ridge National Laboratory, Oak Ridge, TN, 1995.

Since models are simplified approximations of empirical reality, they often omit

several important considerations. Regens et al. (1999) found that the following
technical issues are not typically addressed by the existing generation of multimedia
models:

* Complex terrain: Terrains that have complex topographies (i.e., compli-
cated drainage patterns, extreme slopes) present a challenge when using
mathematical models. To facilitate model computations, a generalized
terrain which simplifies actual complexities usually is specified. Such
generalization can affect the reliability and accuracy of risk estimates,
especially in localized areas.

* Nonaqueous phase liquids (NAPLs): NAPLs are classified as being
lighter than water (LNAPLSs) or denser than water (DNAPLs). NAPLs can
serve as a continuing source of dissolved contamination as well as a
mechanism for transport of contaminants independent of the direction of
water flow. Multimedia models typically do not have the capability to
handle contaminant transport in the presence of NAPLs.

* Fractured and karst media: Fractured and karst media are distinct
hydrological and geomorphological terrain that allow for rapid dispersion
of contaminants through fast flow pathways (i.e., voids in the strata).
Multimedia models commonly assume that groundwater flow moves
through a semisolid rock matrix, in which retardation is typically more
effective. This simplification can lead to conclusions that are not reflective
of actual site conditions.

* Mass balance between pathways: Multimedia models examine the par-
titioning, fate, and transport of contaminants in different environments
(i.e., soil, groundwater, surface water, air, and biota). Multimedia models
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often do not ensure that total contaminant mass, accounting for degrada-
tion products, summed over all environmental media remains constant.
Without this constant, multimedia models cannot give an accurate
accounting of the relative importance of each exposure pathway.

Model uncertainty can contribute the most uncertainty to an analysis.!” Employ-
ing multiple models and assessment techniques can aid with defining the boundaries
of model uncertainty, but model uncertainty is one of the most difficult uncertainties
to reduce in an assessment.

3.4.2 PARAMETER UNCERTAINTY

Parameter uncertainty is defined as the lack of knowledge regarding the parameter
values required to assess risks.!® Parameters can be grouped into two categories. The
first set consists of nonsite-specific parameters which include chemical properties
(e.g., chemical-specific cancer slope factor and unit risk factor), target physical
characteristics (e.g., age, weight, and location), and reference risk assessment param-
eters (e.g., inhalation and ingestion rates). The second category includes parameters
that are site specific. Site-specific parameters are typically measured at the site. They
may employ averaged or typical values from other locations when site-specific data
are unavailable. These values are typically determined from sampling the site’s prop-
erties that are required for modeling risks. Besides inherent variation, uncertainty
originates from several sources. These sources include measurement error, systematic
error (bias), and sampling error, and error from using surrogate data.>!” Measurement
error typically arises from instrumentation and tools, and is customarily controlled
through calibration and quality control checks. Systematic error results from proce-
dures or data collection techniques that fail to wholly characterize the desired
sampled parameter characteristic. Sampling error tends to occur when the number
of samples used to infer a desired population characteristic is inadequate. Parameter
uncertainty is the best understood source of uncertainty and typically does not cause
large variation in assessment results if carefully considered.!”

3.4.3 ScCENARIO UNCERTAINTY

Scenario uncertainty stems from incomplete or missing information required for a
risk assessment that may result in the incorrect conceptualization of past, present,
or future site conditions.”!'¢ It involves the introduction of uncertainties resulting
from generalized assumptions about the nature and amount of contaminants released
at a site, the spatial and temporal distribution of potential targets, and the nature of
the exposure pathways. The major causes of scenario uncertainty are (1) incomplete
knowledge of historical events, and (2) incorrect assumptions about future exposure
scenarios.” Because future land use and resultant future exposures are often unknown,
assumptions must be made in terms of which scenarios should be considered.
Incomplete analysis is an important source of scenario uncertainty.? Failing to assess
an important exposure pathway can produce flawed results. Controlling scenario
uncertainty resulting from incomplete analysis requires assessors to carefully rationalize,
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obtain feedback, and document every exposure scenario that will be included and
excluded in an analysis.? Worst-case scenarios often are used to ensure conservative,
worse-than-expected estimates of risk.

3.5 DATA QUALITY OBJECTIVES

In order to streamline and increase the efficiency of environmental field data col-
lection programs, the Environmental Protection Agency'®!? encourages the develop-
ment of Data Quality Objectives (DQOSs) prior to initiation of sampling. The DQO
process is a planning tool that identifies an environmental problem, defines the data
collection process, and ensures that the type quality, and quantity of the data collected
are appropriate for the decision-making process. The basic idea is to identify the
question to be answered by the data and then design the data collection and analysis
process to provide an answer to the question.!”
The DQO planning process consists of seven key steps'®:

1. State the problem: Stakeholders work together to define their concerns
and issues based on descriptions of the site, waste stream, issue, etc., and
agree on the question or problem to be studied.

2. Identify the decision: Stakeholders design the answer or result that will
answer the question or solve the problem, including the threshold level
for action.

3. Identify inputs to the decision: Stakeholders define the measurements
needed to answer the question.

4. Define the boundaries: Stakeholders define the time and space circum-
stances covered by the decision.

5. Develop a decision rule: Technical staff and stakeholders develop the
formulation to obtain the needed data (quality and quantity) and to identify
acceptability or confidence in the ultimate decision.

6. Specify acceptable limits on decision errors: In concert with Step 5,
stakeholders define the tolerance for making incorrect decisions.

7. Optimize data design: Technical staff identifies the most resource-effective
data collection design.

Implementation of the DQO process forces data suppliers and data users to
consider the following questions:

*  What decision has to be made?

* What type and quality of data are required to support the decision?
*  Why are new data needed for the decision?

* How will new data be used to make the decision?

The DQO planning process has several notable strengths. It brings together the
right players (stakeholders and technical staff) at the right time to gain consensus
and commitment about the scope of the project. This interaction results in a clear
understanding of the problem, the actions needed to address that problem, and the
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level of uncertainty that is acceptable for making decisions. Through this process,
data collection and analysis are optimized so only those data needed to address the
appropriate questions are collected.!”

When taking environmental measurements, we need to measure things that add
value to our decisions. Multimedia models can help identify precisely those mea-
surements that will most reduce decision uncertainty. Multimedia models can iden-
tify the contaminants and pathways that make the largest contributions to overall
risk and, thus, are most in need of monitoring. They can identify the location at a
site that is the largest contributor to risk, and that is most important to monitor.
Conversely, they can identify areas that are not important contributors to risk and
do not need additional or increased monitoring. A sensitivity analysis of the model
can identify variables in the model that lead to the most uncertainty, and, thus, the
variables most in need of monitoring. They can be used to sum the impact of all
pollutants released from a facility and to develop a new single metric such as pounds
of toxics released per unit product built.?°

3.6 CONCEPTUAL SITE MODEL DEVELOPMENT

The construction of a conceptual site model is an essential first step in conducting
risk assessments for environmental remediation. The conceptual site model provides
a blueprint outlining the problem to be analyzed in a site risk assessment by sum-
marizing what is known about present site conditions at a level of detail that is
appropriate for the scope, analytical capabilities, and resources available. The con-
ceptual site model defines the assumptions the risk assessor makes about contami-
nation concentrations and locations as well as the spatial and temporal distribution
of potential receptors. A conceptual site model represents (1) chemicals and radio-
nuclides of potential concern including, to the extent known, contaminant locations,
concentrations, and chemical forms; (2) ongoing or anticipated processes that will
produce changes in these concentrations such as chemical transformation or radio-
active decay; (3) ongoing or anticipated processes that will result in the transport
of those substances, including movement from one medium to another; and (4)
receptor locations and exposure scenarios appropriate to the site-specific conditions,
including anticipated future land use scenarios (e.g., agricultural, recreational, res-
idential) to be assessed. Typically, this information is used in a conceptual site model
to provide a qualitative characterization of the contamination situation and delineate
the exposure pathways to be considered by the multimedia models. Simple quanti-
tative calculations can be used during the development of a conceptual site model
to assure that omitted pathways do not contribute significantly to risk.

The computational methods or multimedia models selected for use in risk assess-
ment should be capable of characterizing the important properties and processes of
the principal contaminants of concern (e.g., volatilization from soil to air, radioactive
decay). The method or multimedia model selected also should support analysis of
the pollutant transport and exposure pathways specified in the conceptual site model.
The conceptual site model defines what processes are to be analyzed and what
calculations are to be done. As a result, the conceptual site model must be specified
with analytical capabilities and limitations in mind. Moreover, because the conceptual
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TABLE 3.2
Judgments in Development of Conceptual Site Models

Source Term Properties
 Spatial distribution of contaminants
* Barriers preventing or restricting release of contaminants
¢ Degradation rate of barriers
¢ Release rate of contaminants through barriers
* Fraction of source term contributing to transport pathways of interest
¢ Flux of contaminants to transport pathways of interest

Site Geometry

Topography of site
¢ Dimensions of contaminated area

Location of waste in contaminated area
¢ Dimension of unsaturated layers
¢ Depth of saturated layer

Transport Properties
* Homogeneity of subsurface geology
Physical and chemical characteristics of media (e.g., porosities, organic matter

contents, bulk densities, pHs, hydraulic conductivities)
« Effect of seasonal conditions (storm events, intense cold)

Fraction of precipitation reaching groundwater vs. surface water
Direction and velocity of groundwater flow

Contribution of karst conditions to groundwater flow

Vertical and horizontal components of groundwater flow

Receptor Properties

Future land use

Location of future exposure
¢ Pathways of future exposure

Exposure Factors

* Future population distribution
« Exposure duration

« Ingestion rates

¢ Bioaccumulation factors

Toxicity factors

site model is a conceptualization of past, present, and future conditions at the
hazardous waste site, its construction requires that the risk analyst to make numerous
subjective judgments and simplifying assumptions. These subjective judgments can
greatly influence the validity of risk estimates. Table 3.2 illustrates the types of
judgments typically made by the analyst.
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Results of the Regens et al.?! study imply that the most important factor to
consider when applying multimedia models as an aid in developing environmental
monitoring plans is to utilize a multimedia model that is capable of analyzing the
conceptual model developed for the site. The linkage between site conceptual models
and multimedia models is critical to obtaining realistic results. Not all multimedia
models are capable of representing the conceptual model of a site.

3.7 EXPEDITED SITE CHARACTERIZATION

The DOE has developed a methodological approach to site characterization called
Expedited Site Characterization (ESC) that combines DQOs with an iterative
approach to gathering data that shortens the length of the assessment period and can
reduce costs at many sites. At its core is a reliance on an initial conceptual site model
that is iteratively modified with the use of multimedia models (if necessary) to
integrate field measurements into a refined conceptual site model. The ESC method
has been successfully applied at many DOE sites. Based on initial experience with
the method, the American Society for Testing and Materials has developed standards
for application of the methodology.?

A fundamental aspect of the ESC methodology is the use of a preliminary
conceptual hydrogeologic model (together with a computer implementation of this
conceptualization, if necessary, at the more complex sites) to guide site investiga-
tions.?* The preliminary conceptual model is iteratively refined as additional site data
yield a more detailed understanding of the subsurface environment. As the conceptual
model evolves, the characterization program is modified to address the specific data
needs identified at each stage of the site investigation. Essentially, the computer
model (conceptual site model) dictates, at each step of the process, what additional
data are needed to reduce uncertainty to acceptable levels.

The principal elements of ESC are:

Step I: Review existing site characterization data for quality and complete-
ness. Develop an initial conceptual model and use computerized ground-
water transport models to integrate existing data to obtain a preliminary
understanding of the extent of contamination and its movement. The model
is often a set of hypotheses describing the essential features of the site that
control the pathways between the likely source of contamination and all
potential receptors.

Step II: Use output from the subsurface models to identify and obtain nec-
essary additional monitoring data necessary to reduce uncertainty in current
understanding of the contamination distribution in groundwater and soils.

Step III: Use data collected in Step II, along with computerized models to
predict the contamination’s long-term fate and migration, and evaluate risk
at site. The preliminary mathematical models of groundwater flow and
contaminant transport are recalibrated, incorporating new data. Predictive
flow and transport runs are then used to simulate the effects on long-term
contaminant migration. The output is used to decide on the most appropriate
actions at the site.
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Noninvasive measurements like electromagnetic and geophysical surveys pre-
cede invasive techniques like soil borings or well installations. Team members
analyze data and immediately integrate results into field work. The team also devel-
ops a conceptual model of the site to predict measurements formally. Analysis
ensures the plan stays within regulator-approved bounds. The result is a fast, cost-
efficient, and scientifically thorough investigation that focuses on those issues critical
to DOE and its stakeholders.

3.8 CASE STUDIES

We present three case studies that illustrate the possible benefits of utilizing multi-
media models in the site characterization process to significantly reduce the cost or
time involved.

3.8.1 Los ALaMos NATIONAL LABORATORY: USING MODELS
1O ReDUCE THE NUMBER OF WELLS

The Los Alamos National Laboratory (LANL) was founded in 1943 as part of the
U.S. effort to develop atomic weapons. A variety of contaminants, including radio-
nuclides, metals, and organic compounds, have been released from LANL activities
into canyons surrounding the facility in the intervening years since 1943. Most of
these contaminants tend to adsorb to sediments near the release point, but they have
been redistributed into nearby canyons by floods. For sampling and analysis pur-
poses, the site was divided into eight watersheds, each containing a mesa top, a
connecting canyon system, and all subsequent pathways to the Rio Grande. Envi-
ronmental transport pathways considered were surface soils, surface water, stream
sediments, and groundwater.

Working with the State of New Mexico, the DOE developed an initial Ground-
water Protection Program Plan that called for 87 wells at a cost of $53 million. Both
the State of New Mexico and the DOE have reservations about the initial plan. The
DOE was concerned with the cost and the fact that there was not a technically
defensible justification for the number and location of the wells. The state was
concerned about the paucity of current knowledge regarding the laboratory’s sub-
surface geology and hydrological setting. They were both concerned that there was
insufficient understanding of the hydrogeologic setting to be able to design an
effective monitoring system.

The state and DOE decided to develop a conceptual model of the site, together
with a computer model of each watershed. Using the computer models, they were
able to organize what was known and what was not known about contaminate
movement at the site. This knowledge allowed development of a preliminary con-
ceptual model of the site and a preliminary data collection design to evaluate the
appropriateness of the conceptual model assumptions.

Based on the computer models and the available data, the DOE installed 11
wells on the LANL site to improve understanding of groundwater movement. The
location of the wells was based on computer models and designed to reduce uncertainty
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in the final decisions. The refined understanding of the subsurface environment
obtained through the initial characterization effort was to provide a better foundation
for future monitoring efforts. In 2002, it was decided to install six additional ground-
water characterization and monitoring wells. Using this iterative process of combin-
ing data collection with computer modeling, the final cost of the monitoring system
was lowered to $43 million, a savings of $11 million.?* In addition, both sides have
more confidence in the final decisions that will be made.

3.8.2 PANTEX: MINIMIZATION OF CHARACTERIZATION COSTS

The Pantex Plant is a DOE-owned facility, encompassing approximately 16,000
acres located in Carson County, TX, approximately 17 mi northeast of Amarillo.
Slightly more than 2,000 acres of the DOE-owned property are used for industrial
operations. The remaining DOE-owned land serves for DOE safety and security
purposes. DOE operated the Pantex Plant to assemble and disassemble nuclear
weapons, including fabrication, assembly, testing, and disassembly of nuclear ammu-
nition and weapons. Past waste management operations included burning chemical
wastes in unlined pits, burying wastes in unlined landfills, and discharging plant
wastewaters into onsite surface waters. The contaminant plume resulting from these
operations has migrated past the plant boundaries and onto adjacent landowners’
property to the southeast. The Ogallala Aquifer, a major source of water for the
region, lies beneath the Pantex Plant. Chemicals discharged from plant operations
have been detected in parts of the perched aquifer, but not in the Ogallala. Pantex
has an extensive groundwater-monitoring program consisting of over 70 wells, which
are monitored quarterly or semi-annually for an extensive list of contaminants.

Contaminant migration at Pantex is complicated by a perched aquifer at a depth
of 250 ft and the 400-ft thick Ogallala aquifer at 450 ft. The U.S. Army Corps of
Engineers? spent 2 years and $2.1 million completing the first of a proposed four-
phase comprehensive traditional characterization effort that was scheduled to last 5
years and cost $11.9 million. The initial phase of the COE effort included the drilling
of 11 wells. Based on this work, an additional 43 wells were called for. At that point,
DOE began an ESC effort* which resulted in only four soil borings, one of which
was later turned into a well, and nine cone penetrometer pushes. After the DOE
team left the site, an additional 10 borings were made and 5 monitoring wells were
installed to determine precisely what remediation efforts would be required to treat
the contaminant plume.

Table 3.3 compares the number of penetrations estimated for completion of site
characterization at Pantex. This table does not include the 11 monitoring wells drilled
by the COE during the initial phase. If the 11 initial phase wells were included, total
penetrations for both methods would be increased by 11. This table demonstrates
that the ESC approach resulted in installation of significantly fewer monitoring wells.

It is estimated that the Expedited Site Characterization effort saved the DOE
$6.8 million, which was a 57% cost savings and a 40% reduction in time.* The
Agency for Toxic Substances and Disease Registry has reviewed the site?® and
concluded that Pantex Plant in Amarillo, TX, did not pose a threat to public health
at that time based on available environmental sampling data.
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TABLE 3.3
Post-Phase | Penetrations at the Pantex Plant

Expedited Site Traditional

Characterization Planned
Type of Penetration Actual Number Number
Borings 13 0
CPT pushes 9 0
Wells (perched aquifer) 5 39
Wells (Ogallala) 1 4

3.8.3 DErePARTMENT OF ENERGY HANFORD SiTE: USING MODELS
1O IDENTIFY DATA NEEDS

The DOE owns and operates a 586-mi> Hanford Site in the southeastern part of
Washington State. The site was the major nuclear weapons plutonium production
complex for over 40 years. Production of plutonium at Hanford stopped in 1987 with
the closure of the last plutonium reactor. Currently, Hanford is engaged in the world’s
largest environmental cleanup project. More than 1,500 waste sites have been identified
at Hanford, ranging from small areas of surface contamination to 177 underground
storage tanks that hold about 54 million gallons of highly radioactive waste. Another
major problem at Hanford is nearly 2000 tons of spent nuclear fuel stored in two water-
filled basins just a quarter mile from the Columbia River. The bottoms of these basins
are covered with as much as 2 to 3 ft of radioactive sludge. Cleanup will take decades
and cost tens of billions of dollars. Even then, it will not be technically possible to
completely clean the Hanford site and the residual contamination must be kept away
from people and the environment for the thousands of years that it will remain hazardous.

Consider Hanford’s composite analysis as an illustration of the use of models
in designing environmental monitoring programs. This example is not for identifying
where samples should be taken, but shows what type of information (sampling data)
would be most useful in reducing overall remediation decision uncertainty. The
composite analysis was performed at Hanford to determine the impact of interacting
source terms on the groundwater transport of radionuclides away from waste disposal
facilities. The concern was that even though previous analyses had indicated that
material left at individual waste sites after cleanup would produce no public harm,
the cumulative impact of all remaining sources had not been investigated.

To probe this issue, the Hanford Groundwater Team developed a site-wide
groundwater flow and transport model that was used to simulate future groundwater
flow conditions and to predict the migration of existing and future contaminants in
the unconfined aquifer system at the Hanford Site. The groundwater model was a
three-dimensional numerical model developed at Hanford between 1992 and 1997.

This project was as an application of the DQO process to model prediction data
rather than to plan for field sample collection. That is, how much confidence does
one need in model results to be able to make decisions about future events that will
be protective of human health? In this application, stakeholders were asked to set
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acceptable decision error limits when the inputs to the decision are the output from
release, fate, and transport, and risk assessment models.

The composite analysis identified lack of knowledge concerning the inventory
and release rates of contaminates at the waste sites as the major factor contributing
to uncertainty in the multimedia models, and consequently in the decision-making
process. The rate of release from waste sites, now and in the future, is needed to
conduct site-wide assessments of cumulative impact to the Columbia River and
surrounding communities. Limited data are available on actual release rates. Hence,
the primary technical gap is the need for data and models to describe release rates
from all waste that will reside at the Hanford Site in the postclosure period. These
modeling results provide temporal and spatial information for system assessments.

An example of data needs identified is the release rates from a soil-waste matrix
near previous tank releases. The soils will have been modified due to contact with high
heat and high pH tank wastes, effectively producing a new waste form. The rate of release
from these modified areas to underlying soils needs to be determined through environ-
mental monitoring. The environmental monitoring results will serve as a basis for devel-
oping computer models to predict releases from such modified soils over future times.

In addition, future tank releases will have an opportunity to travel the same path
within the vadose zone as past tank releases. Thus, the influence of the initial leak
on the original soil/sediment profile is important to understand as the basis for
predicting the migration and fate of future releases. Thus, it is necessary to take
measurements of the soil/sediment profile in areas where past releases have occurred.

Information obtained by addressing these needs will provide an improved tech-
nical basis for making site regulatory decisions and therefore reduce the uncertainty
associated with the basis for these decisions. The estimated life cycle cost savings
was estimated at $200 million.?’

3.9 CONCLUSIONS

Multimedia models are increasingly being used as an aid in the development of
environmental monitoring plans. Drivers for the increased use of multimedia models
are (1) the need to ensure that the type, quality, and quantity of the data collected
are appropriate for the decision-making process and (2) the need for increased
flexibility in the data-gathering process to decrease the time and cost involved in
performing site characterization.

Multimedia models provide the capability to organize and summarize large
amounts of information to estimate exposures and assess risks. As reliance on
multimedia models for risk assessment has increased, it has become important to
delineate their advantages and limitations. General conclusions that can be drawn
regarding the use of multimedia models in the design of environmental monitoring
plans include the following:

* Linking the application of the multimedia models to the site conceptual
model using real data for inputs requires skill on the part of the risk assessor,
coupled with understanding of the environmental setting and parameteriza-
tion of the models to avoid introducing substantial estimation error.
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The Regens et al.?! multimedia model comparison study demonstrates that
when MEPAS, MMSOILS, and RESRAD were applied to real DOE sites
using actual data, those models were used successfully to identify exposure
pathways and estimate risk. The models achieved agreement on major expo-
sure pathways, although contaminant concentrations could differ by two
orders of magnitude due largely to differences in transport and fate. This
points to the need for order-of-magnitude analysis to avoid model misuse.
The primary benefit of the screening-level capability inherent in multi-
media models is the identification of contaminants and pathways that
make the largest contributions to overall risk. To do this well, a multimedia
model needs the capacity to reflect realistically site conditions. This
involves the ability to accept generalized assumptions concerning the
amount and location of contaminants, spatial and temporal distributions
of potential receptors, and exposure pathways. In essence, because mul-
timedia models necessarily are simplified approximations of empirical
reality, the flexibility of a multimedia model vis a vis the site conceptual
model is critical. This underscores the importance of utilizing a multime-
dia model that is capable of analyzing the conceptual model developed
for the site.

The Regens et al. (2002)?! multimedia model comparison study demonstrated
that multimedia models can be applied to derive theoretically plausible estimates of
risks by major pathways using actual site data if the multimedia model is compatible
with the conceptual site model. The degree to which a conceptual site model can
be defined that is consistent with the multimedia models’ capabilities is key to the
successful use of multimedia media models in designing environmental sampling
plans. If the conceptual site model is poorly chosen, the results of the analysis are
likely to be incorrect, no matter how well the multimedia model is able to charac-
terize future exposures.
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4.1 INTRODUCTION

One of the definitions for the verb “monitor” given by the Oxford Dictionary (1995)
is to “maintain regular surveillance over.” It is essential in all environmental monitoring
programs to make measurements at regular intervals over a substantial length of time.

There are two fundamental reasons for monitoring the natural environment: first,
to establish baselines representing the current status of ecosystem components and,
second, to detect changes over time—particularly, any changes that are outside of
the natural variation in these baselines (Hicks and Brydges 1994). Hence, the impor-
tance of having long-term data records is clear.

Closely associated with these reasons is the desire to define why the observed
changes are occurring. This chapter provides a detailed description of different
approaches to monitoring, a listing of the problems confronting current monitoring
networks, and a description of some representative networks.

Ecological monitoring programs fall into four broad categories.

4.1.1 SIMPLE MONITORING

Simple monitoring records the values of a single variable at one geographical point
over time. In practice, however, such single parameter monitoring is frequently
expanded to include measurements of the parameter at many geographical locations.
Air temperature is one example of the application of simple monitoring. Data from
around the world are used to calculate the average global air temperature which is
one of the keystone measurements in the global warming/climate change issue. The
graphs in Figure 4.1 represent the longest temperature records that can be constructed
from direct air temperature measurements and are frequently used to show the
increase in average global air temperature over the past 150 years.

Another example of simple monitoring is the measurement of atmospheric
concentrations of carbon dioxide, the dominant greenhouse gas. The long-term
monitoring record from the observatory at Mauna Loa, HI, is shown in Figure 4.2.
It clearly shows the increasing concentrations, and this observation has been very
influential in the global warming issue. This simple monitoring approach has been
extended to the point where atmospheric carbon concentrations are now measured
at many sites around the world.

4.1.2 SURVEY MONITORING

In many cases, environmental problems have become obvious without any historical
monitoring record of the changes that led up to the problem. The absence of an
historical record can be replaced by a survey of current conditions over a geograph-
ical area. The monitoring survey is designed to include areas that are affected and
areas not affected by the observed stress. The affected areas are assumed to have
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had similar environmental characteristics as the unaffected areas at some unknown
time in history. To take as an example, eutrophication (excessive algae growth) of
Lake Erie and Lake Ontario became obvious in the 1960s. An historical monitoring
record might have shown concentrations of phosphorus and algae simultaneously
increasing. However, no such monitoring was undertaken. Vollenweider (1968) over-
came the lack of historical data by comparing current survey data on algae growth
with nutrient levels for many lakes showing a range of eutrophic states. He developed
a relationship between total phosphorus loading and algae growth in both affected
and unaffected lakes. He applied this relationship to Lake Erie and Lake Ontario,
making the assumption that their historic nutrient and algae concentrations were
similar to currently unaffected lakes. This reasoning, based on survey monitoring
data from the lakes and supported by laboratory and field experimental data, was
applied to establishing scientifically defensible phosphorus control programs for
these lakes (International Joint Commission 1969). These control programs have
been successful in reducing phosphorus concentrations and the corresponding algae
growth (Dobson 1994).

4.1.3 SURROGATE OR PROXY MONITORING

Another way to compensate for the lack of long-term monitoring records involves
using surrogate or proxy information to infer historical conditions in the absence of
actual measurements of the desired variable. In this approach, data are obtained from
information “stored” in the environment that relates to the desired variable. For
example, to evaluate global warming trends it would be ideal to have temperature
records from the beginning of time. This being impossible, several surrogates for
temperature have been used to construct long historical records.

Information stored in arctic ice cores has been used to infer air temperatures
over very long periods of time. Dansgaard et al. (1993) reported on results for two
ice cores drilled in central Greenland that represented the accumulation of ice for
some 250,000 years. The ice cores were 3028.8 m long. The ratio of oxygen 18 to
oxygen 16 stable isotopes of the air trapped in snow particles is a function of the
air temperature at the time of deposition of the snow. The deposited snow becomes
packed into ice and the oxygen isotope ratios in trapped air bubbles preserve a
“temperature” record in the built-up ice layers over thousands of years. Measure-
ments of this ratio from the ice cores were used to compare the extent and rates of
change of the inferred temperature over this very long period of time. The authors
concluded that the temperature has been remarkably stable during the past 10,000
years but, prior to that, instability dominated the North American climate.

In the 1970s, lakes and rivers in eastern Canada were observed to have unex-
pectedly low pH and high sulfate concentrations. Acid rain was postulated as the
cause. However, there was a serious lack of data to show that the historical pH
values had in fact been higher. Critics of the acid rain theory postulated that the
observed conditions were natural and did not represent recent acidification. It was
known that the fossil remains of some diatoms and chrysophyte algae species
accumulated in the sediment layers at the bottom of lakes. It was further shown
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that the relative numbers of these species changed with lake pH. Combined with
the ability to determine when the sediment layers were deposited, a method to infer
the historical lake pH was developed using the algae species composition in the
sediments. The technique has been applied extensively in eastern Canada (Jeffries
1997) where large geographical areas containing thousands of lakes have been dam-
aged by acid rain. Specifically, it has been shown that acidity and metal concen-
trations began to increase about 1920 in the lakes near the large sulfur dioxide and
metal sources at Sudbury, Ontario (Dixit et al. 1992). In 54 lakes in south-central
Ontario, all lakes with present measured pH less than 6.0 had acidified since
approximately 1850 (Hall and Smol 1996), according to the pH inferred from the
diatom assemblages. Their historical proxy measured pH values are plotted in
Figure 4.3 along with recent measured values (E. Snucins, Department of Biology,
Laurentian University, Sudbury Ontario, Canada, personal communication 1999).
The results show the proxy-measured decline of pH consistent with the known high
local emissions of sulfur dioxide, followed by the measured recovery of pH after
the emissions were reduced. These proxy measures of historical pH have been very
important in establishing the reality and the long-term nature of surface water
acidification caused by acid rain.

4.1.4 INTEGRATED MONITORING

While long-term records from simple monitoring, surveys, and surrogate data have
provided substantial information on what has been changing in the environment,
they are generally unable, by themselves, to answer the important question of why
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these changes are occurring. A much more detailed set of ecological information is
needed to establish cause-and-effect relationships. The concept of integrated moni-
toring has been developed with the overall objectives of recording changes in the
environment and of understanding and defining the reasons for those changes; in
other words, to define what is changing and why.

Integrated monitoring has four specific objectives: to establish cause-and-effect
relationships; to derive scientifically defensible pollution control or resource man-
agement programs; to measure the environmental response to the control measures;
and to provide early warnings of new problems. For example, much of the prelim-
inary information on the ecological effects of acid rain on surface waters came from
the data sets being gathered to study eutrophication of lakes. In recent years, sub-
stantial information on the ecological effects of climate variability/change has, in
turn, been derived from integrated monitoring being conducted to measure the effect
of acid rain.

The integrated monitoring sites are characterized by long term (i.e., indefinite)
multidisciplinary monitoring, i.e., meteorology, precipitation chemistry, runoff
chemistry, and a full suite of biological factors. A centerpiece of integrated mon-
itoring sites is frequently a “calibrated watershed” where the monitoring strives
to develop a detailed balance of the inputs and outputs of water and chemicals
along with intensive biological monitoring of the terrestrial and aquatic compo-
nents of the watershed. The resulting information is often sufficient to answer both
the questions of what changes are occurring and why they are happening. The
integrated monitoring is usually carried out in conjunction with detailed research
projects and often in conjunction with ecological manipulation experiments. These
experiments involve the deliberate alteration of the environment under highly
controlled and monitored conditions. For example, whole-lake additions of nutri-
ents, combined with integrated monitoring of the lakes, helped to resolve the
question of whether to reduce nitrogen or phosphorus in order to control eutroph-
ication (Schindler 1974). Whole-lake acidification experiments (Schindler 1980)
have provided key information on the sequence of biological changes as lake pH
decreased, and on the relative importance of nitric and sulfuric acid (Rudd et al.
1990).

Results of experimental flooding of a boreal forest wetland have been reported
(Kelly and Rudd 1997). These studies simulate the effect of flooding behind dams
and the effects of possible water level changes due to climate change/variability.
Flooding caused the wetland to change from a carbon sink to a carbon source with
respect to the atmosphere and also caused an increase in the microbial conversion
of inorganic mercury to methyl mercury. The changes in fluxes are summarized in
Figure 4.4.

In addition to these four categories of monitoring, there is a large field of
technology that applies to within-plant industrial compliance monitoring. This moni-
toring measures the content of effluents to determine total emissions and their
value relative to legally established limits. This is important information, particu-
larly with respect to determining stresses applied to the environment. However, this
chapter is restricted to monitoring programs that are carried out within the natural
environment.
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FIGURE 4.4 Annual downstream loss (mass output-mass input) of MeHg from the exper-
imental wetlands annual fluxes of MeHg into fish for 2 years prior to and 2 years after
fleeding, and pre- and postflood fluxes of CH, and CO, from the pestland and pond surfaces
of the wetland to the atmosphere. Methods used for measurement of the gas fluxes are shown
in brackets: TBL, thin boundary layer method; FG, Flux-gradient (1992 and 1993 only); e,
carbon accumulation rate by e dating; FC, floating chambers; BC, static chambers on the
pestland surface.

4.2 THE NATURE OF SOME CURRENT
ENVIRONMENTAL ISSUES

The nature of the ecological responses to the current suite of stresses on ecosystems
poses major challenges in meeting the overall and specific objectives of integrated
monitoring.
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4.2.1 NATURAL ELEMENTS AND CoMPOUNDS CAUSING PROBLEMS

Essential elements such as phosphorus, sulfur, nitrogen, and carbon can lead to
significant environmental change and damage if present in the environment in exces-
sive amounts or if in a particular form. Examples illustrate these points. Excessive
amounts of phosphorus in lakes can lead to inordinate algae growth (eutrophication)
(Vollenweider 1968; Schindler and Fee 1974). Excessive sulfur in the form of sulfuric
acid in precipitation can cause acidification of sensitive soils and surface waters,
which leads to environmental degradation (National Research Council of Canada 1981;
Environment Canada 1997). Ammonium and nitrates also contribute to acidification
of terrestrial and aquatic systems (Reuss and Johnson 1986; Environment Canada
1997). Increasing amounts of carbon in the form of carbon dioxide in the atmosphere
may lead to changes in global climate (Houghton et al. 1990). Consequently, these
elements are subjected to controls in order to eliminate their negative effects.

Since these elements are essential building blocks of life and are naturally present
in the environment, it is neither possible nor desirable to reduce their concentrations
to zero. Therefore, in setting objectives for these compounds in the environment, it
has become the practice to apply the concept of a critical load or level which is not
zero but rather is defined as “the highest load/level that will not cause chemical
changes leading to long-term harmful effects of the most sensitive ecological sys-
tems” (Nilsson 1986). Very detailed ecological information (largely derived from
integrated monitoring data) is needed to establish these critical loads. The challenge
to the monitoring programs is further complicated by the fact that some environ-
mental changes that occur might be deemed beneficial. For example, increasing the
amount of nitrogen deposition to forests may increase their growth rate (Nilsson
1988). However, nitrogen deposition may also lead to a terrestrial ecosystem that is
made up of plant species different from the natural ecosystem (Nilsson 1986). The
new plant community could be perceived by some to be less desirable or, by others,
as more desirable than the original condition of the system.

4.2.2 LoNG-TerM EcorLocicaL ErFrects

The ecological responses to these elements and other factors such as the invasion
of exotic species are long-term (i.e., decades). Phosphorus contained in raw and
partially treated sewage has been discharged into Lake Erie and Lake Ontario since
the beginning of the 20th century, yet the dense algal mats, fish kills, and oxygen
depletion in the bottom waters of the lakes did not become obvious until the 1960s.

Atlantic salmon began to decrease in numbers from several Nova Scotian rivers in
the 1950s and completely disappeared by 1980 (Bargay and Riorden 1983). Monitoring
of the Atran-Hogvadsan River in Sweden documented the nearly complete loss of salmon
(Salmo salar) between 1952 and 1978 (Edman and Fleischer 1980). These decreases
have been explained by the slow acidification of the runoff water in response to the acid
deposition that began in the early part of this century. Global average temperature (Figure
4.1) has shown several trend characteristics. There was an increase prior to 1940, little
further change or even a decrease until about 1980, and then a sharp increase until about
1984, followed by a slower increase. Long-term data are needed to define these changes
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and to establish that there is an overall increasing trend for the period. Data sets of several
decades can give misleading information on the long-term trends.

Ryan et al. (1994) have analyzed tree ring growth for sugar maples in Ontario
on a regional basis. After removing the effects of aging and weather variations, they
found decreases in growth rates that they associated with environmental pollution.
These growth decreases had been occurring for over 30 years in trees that appeared
healthy. Watmough et al. (1999) have shown that sugar maples currently observed
to be in decline have experienced decreased growth rates since the 1940s.

The invasion of zebra mussel (Dreissena polymorpha) in Lake St. Clair has
brought about gradual decreases to the point of extinction in the native mussel
population as measured over an §-year study period (Nalepa et al. 1996). The increased
water filtering capacity of the zebra mussel population has increased water clarity
twofold (Griffiths 1993).

Zebra mussel have increased rapidly in the St. Lawrence River, from almost non-
existent in 1991 to densities of 20,000 mussels/m? at the Soulanges Canal (Ricciardi
et al. 1996), and at Beauharnois, Becancour, and fle d’Orléans (De LaFontaine, et al.
2000). While there is concern for ecological damage by this invasion, there are some
scientific benefits. Since the mussels filter so much water, they accumulate contam-
inants. Researchers at the St. Lawrence Centre are taking advantage of this feature
by monitoring physiological change in the mussels such as the rupture of genetic
material and hormonal changes in reproductive function—‘“biomarkers” of the long-
term effects of the contaminants.

4.2.3 Errects OCCURRING AT THE ECOSYSTEM LEVEL

The biological response to stresses is often manifested at the ecosystem level. The
sulfate component of acid rain leads to leaching of nutrients, notably calcium and
magnesium, from sensitive soils, which in turn decreases tree growth rates (Hall
et al. 1997). This may further lead to weakening of the trees, making them more
vulnerable to attack by insects and diseases, the observed cause of death. There is
a long chain of ecological responses beginning with acid rain as the applied stress
and ending with the observed result, death by insects or disease.

4.2.4 OVERLAPPING EcoLocicAL EFrFecTs OF VARIOUS STRESSES

The responses to one stress can overlap with and aggravate the responses to another
stress. For example, when watersheds affected by acid rain experience dry weather
conditions, sulfuric acid can be formed by the reoxidation of stored sulfur com-
pounds, leading to pulses of acidic runoff and reacidification of the receiving lakes
(Keller et al. 1992). Thus, the warmer climate conditions accentuated the effects of
another stress—acid rain, in this case—with severe results.

4.2.5 INCREASED S1zE OF GEOGRAPHICAL AREAS AFFECTED
BY ENVIRONMENTAL STRESS

Environmental stresses have increased in geographical scope. Eutrophication of lakes
was essentially a local problem, although it assumed binational proportions in the
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Great Lakes region. Acid rain affected lakes and forests in a major part of eastern
North America and also in most of Western Europe; thus, it became a multinational
problem with respect to effects and controls. Stratospheric ozone depletion affects
even larger geographic areas than acid rain, and, although the effects were still
confined to the more southerly and northerly latitudes, emission controls affect nearly
every country in the world. Climate change affects the entire globe and all countries
are involved in the complex of effects and controls.

These characteristics of natural elements causing damage/change over long periods
of time, at the ecosystem level and on a global scale, have made integrated monitoring
essential and also very difficult.

4.3 GLOBAL RESPONSES TO ENVIRONMENTAL
CHALLENGES

In recognition of the need for data to define ecological change and to defend expensive
control measures, there has been a global response to the design and conduct of
monitoring programs, representing all four categories of monitoring activity.

4.3.1 INTERNATIONAL CONVENTIONS TO PROTECT
THE ENVIRONMENT

In order to deal with regional and global environmental change, it has become neces-
sary to develop new scientific and political mechanisms that operate at the interna-
tional level. The first step in the process is the establishment of a written agreement
known as a Convention. Conventions usually deal with one issue and are frequently
negotiated under the general guidance of the United Nations Environmental Pro-
gramme. There are over 260 international Conventions and agreements that deal
with environmental issues (Nelson 1998).

Many international Conventions require countries to establish monitoring pro-
grams in support of the particular issue covered by the Convention.

International Conventions usually have a common set of characteristics as follows:

¢ The Convention is intended to build international consensus that, in fact,
a particular ecological, wildlife, or pollution problem exists and will,
eventually, require international control action.

e The Convention is worded in general terms. Specific control action
requirements usually are not included. This allows for countries to sign
the Convention, thus agreeing that there is a problem but without agreeing
on control measures which bring along corresponding difficult economic
and social consequences.

e The Convention commits countries to conducting further research and
monitoring on the issue, and frequently there is an agreement to prepare
scientific assessments of the problem. This promotes more and better
ecological information to be gathered, leading to improved consensus on
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the issue through the assessment process. Governments are then in a better
position to defend the need for control actions.

* The Convention commits countries to various reporting requirements,
including submission of regular reports to the Conferences of the Parties
regarding what they have done to enforce the Convention.

* The Convention sets up a secretariat to manage the overall process.

* The Conventions include agreement to negotiate protocols on specific
control or other management actions needed to resolve the problem being
addressed. This allows for a highly flexible approach to complex and
multipollutant issues. Single compounds are addressed, leaving the more
difficult or less important ones until later. Time frames for control action
do vary for different compounds and are readily changed in light of new
science and technology. Countries may choose not to sign a protocol
without having to give up participation in the Convention activities.

* Control actions and schedules are frequently influenced by new ecological
data as they are gathered from the monitoring networks.

The following are some examples of Conventions that require monitoring.

The Convention on Long-Range Transboundary Air Pollution 1979, signed by
the countries of the United Nations Economic Commissions for Europe, sets out a
reference to monitoring in its preamble. It says, “by means of ... research and moni-
toring, to coordinate national action for combating air pollution.” This objective is
repeated in Article 6. Article 7 states that signatories shall initiate and cooperate in the
conduct of research of the effects of sulfur compounds and other major pollutants on
human health and the environment, including agriculture, forestry, materials, aquatic
and other natural ecosystems and visibility with a view to establishing a scientific basis
for dose/effect relationships designed to protect the environment.

Article 2.2(a) of the Vienna Convention for the Protection of the Ozone Layer
1985 calls on signatories to “cooperate by means of systematic observations, research
and information exchange in order to better understand and assess ... the effects on
human health and the environment from modification of the ozone layer.”

Article 7(b) of the Convention on Biological Diversity requires signatories to
“monitor, through sampling and other techniques ... components of biological diver-
sity; (d) Maintain and organise ... data derived from ... monitoring activities.” Article
12(b) commits countries to promote and encourage research ... [on] biological diver-
sity. Annex 1 sets out the need for identification and monitoring of ecosystems and
habitats, species and communities, and described genomes and genes.

The UN Framework Convention on Climate Change has two specific refer-
ences to monitoring. Article 4(g) calls for countries to promote and cooperate in
scientific, technological, technical, socio-economic and other research; systematic
observation, and development of data archives related to the climate system ...
regarding the causes, effects ... of climate change. Article 5(a) requires signatories
to support and further develop ... networks ... aimed at defining, conducting, assess-
ing and financing research, data collection and systematic observation; and (b) ...
strengthen systematic observation and national scientific research capabilities.
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4.4 APPLICATION OF THE RESULTS OF MONITORING

Conducting monitoring programs, reporting results, and preparing scientific assess-
ments are essential components of international environmental issues. Many of the
Conventions include agreements by signatory countries to not only conduct moni-
toring and research, but also to report results and prepare scientific assessments.

The results of monitoring programs are frequently reported to the public in the
form of indicators. An indicator is a statistic or parameter that is measured over time
to provide information on trends in an environmental condition. Good indicators are
sensitive to change, are supported by reliable, readily available monitoring data, are
relevant to the issue, and are understood and accepted by intended users. Environ-
mental indicators are selected key statistics that represent or summarize a significant
aspect of the state of the environment, or of natural resource sustainability and the
related human activities. To the extent possible, indicators provide information on
what stresses are causing the trends. Environmental indicators are important tools
for translating and delivering concise, scientifically credible information in a manner
that can be readily understood and used by decision makers. They are usually
accompanied by technical reports that discuss the manner in which the ecosystem
and its components are responding to these changes and also the societal response
undertaken to reduce or ameliorate these stresses.

Each year, The Worldwatch Institute in Washington, D.C. publishes a collection
of monitoring data (Brown et al. 2002) that, as the book describes, indicates “the
trends that are shaping our future.” It reports on a wide range of environmental,
social, economic, and business issues for which long-term monitoring information
is available.

In Canada, a National Environmental Indicator Series has been produced for
about 10 years by Environment Canada for a number of issues of national concern.
In April 2003, National Indicators and Reporting Office published a report entitled
Environmental Signals: Canada’s National Environmental Indicator Series 2003 that
is comprised of 55 key indicators including most of the original National Environ-
mental Indicator Series plus new issues such as solid waste and biodiversity. The
report is available as a printed document and on The State of the Environment
Infobase Website (http://www.ec.gc.ca/soer-ree/english/default.cfm). This report
will be updated periodically as new data and information are acquired.

This larger report is accompanied by a shorter report entitled Environmental
Signals: Headline Indicators 2003, which covers about a dozen of the main indica-
tors (also available in print format and accessible at the same web site
http://www.ec.gc.ca/soer-rree/English/headlines/toc.cfm).

Scientific assessments have become a major vehicle for assembling and reporting
on the findings of monitoring programs. A notable example is the assessments
prepared by the Intergovernmental Panel on Climate Change (IPCC). Three compre-
hensive assessments have been reported under the Framework Convention on Cli-
mate Change. The Convention commits signatories to conduct an assessment every
5 years. The latest assessment was released in 2001 (IPCC 2001b). These assess-
ments make extensive use of monitoring results such as those shown in Figure 4.1
and Figure 4.2. The Executive Summaries for policy makers put the findings of the
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large, complex documents into a short report that is understandable to the public.
These summaries are very influential in driving public response and action on climate
change.

4.5 NATIONAL AND INTERNATIONAL MONITORING
PROGRAMS

Thousands of environmental monitoring programs are being carried out around the
world at local, national, and international levels. Following are descriptions of six
examples that represent the type of work being done and that illustrate how the moni-
toring programs are being expanded to cope with new demands.

4.5.1 CANADA’s EcoLoGIcCAL MONITORING AND ASSESSMENT
NETWORK

Multidisciplinary environmental studies, particularly at the small watershed level,
have been carried out in Canada for several decades. Studies were initiated by
governments and academic institutions, usually to deal with environmental problems
of interest to the specific location. For example, in the 1960s, the Federal Government
initiated studies on lake eutrophication at the Experimental Lakes Area near Kenora,
Ontario (Hecky, Rosenberg, and Campbell 1994), Laval University began the Centre
for Arctic Studies at Kuujjaauapik which has focused on arctic and subarctic eco-
logical processes, and studies on nutrient processes in surface waters began at
Kejimkujik National Park. The Last Mountain Lake site in Saskatchewan was estab-
lished as a National Wildlife Area in 1887. As new issues have emerged, sites such
as Turkey Lakes in Ontario and Duschenay in Quebec were established in response
to the need for more information on acid rain. These multiyear, integrated monitoring
studies were very effective in resolving the site-specific scientific and policy ques-
tions set out by the supporting agencies.

In 1994, Environment Canada created the Ecological Monitoring and Assessment
Network (EMAN) and a Coordinating Office (EMAN CO) to augment Canada’s
ability to describe ecosystem changes, provide timely information to decision mak-
ers, and help inform the Canadian public. EMAN links the many groups and indi-
viduals involved in ecological monitoring in Canada in order to better detect,
describe, and report ecosystem changes. Essential elements of EMAN include various
national and regional monitoring programs, over 80 long-term integrated ecosystem
monitoring sites, and a diversity of ecological monitoring initiatives conducted by
numerous partners at all levels of government, by nongovernment organizations, and
by volunteers.

EMAN CO functions include:

* Coordinating within the Network the collection, access, integration, man-
agement, interpretation, and application of sound data on ecosystem status
and trends; the timely identification of emerging environmental issues;
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collaboration with related international networks; and the effective deliv-
ery of scientific information so as to improve decision making.

» Fostering the development, delivery, and promotion of best practices in
ecological monitoring through protocol development and standardization,
data collection and management, peer-reviewed journal publication, Web
presence, National Science meetings, public education programs, and
outreach.

* Developing and maintaining the existing Network and increasing its rel-
evance to Environment Canada’s program and priorities.

4.5.2 MONITORING OF STRATOSPHERIC OZONE DEPLETION

Ozone is formed in the stratosphere by reactions between ultraviolet (UV) solar
radiation and oxygen molecules. Ozone is not a very stable compound and it decom-
poses to molecular oxygen. The formation and decomposition are in a dynamic
equilibrium with daily, seasonal and year to year variations in the amount of ozone
present at any given time.

Stratospheric ozone is important to the Earth’s climate as it interacts with solar
radiation and with the thermal radiation emitted by the Earth’s surface. Ozone also
partially screens the Earth’s surface from UV-B radiation that would otherwise be
harmful to living organisms.

Scientists first postulated and then observed that anthropogenic chemicals such
as chlorofluorocarbons, halons, and some chlorine containing solvents can react with
ozone to accelerate the decomposition reactions, leading to a depletion of the ozone
concentrations. This depletion would allow more of the high-energy UV-B radiation
to reach the earth surface with possible biological effects. Less ozone would also
affect the atmospheric radiation balance with implications for global weather.

Stratospheric ozone depletion was one of the first environmental problems of
global proportions and control programs implemented under the Montreal Protocol
and its Amendments involve most countries.

The amount of ozone in the atmosphere over a given point can be measured at
ground level by spectrophotometric methods. The Canadian-invented Brewer spec-
trophotometer continuously measures the total ozone in the column of the atmo-
sphere above the instrument and the UV-B radiation.

Canada has established a national network of 12 stations with Brewer instru-
ments, and there is a global network that has over 150 Brewers. The Brewer instru-
ments give the total ozone in the column of air above the site but not the height at
which it occurs. Small instruments sent aloft by balloons measure the vertical concen-
tration profiles. Measurements are made daily and monthly at about 260 locations
around the world.

Ozone data from the monitoring networks are gathered at the World Ozone Data
Centre (WODC) that was initiated in connection with the International Geophysical
Year of 1957/8. It has been run since the early 1960s in Toronto by the Meteorological
Service of Canada (MSC) for the World Meteorological Organization. In 1992 the
MSC took on the additional task of operating the World Ultraviolet Radiation Centre
(WURC). Together, the two data centers comprise the World Ozone and Ultraviolet
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FIGURE 4.5 Statistical distribution of decadinal changes in biological oxygen demand
(BOD) of rivers by continent and time period.

Radiation Data Centre (WOUDC) that includes participation by over 100 indepen-
dent agencies from 75 countries.

In addition, the MSC operates the Brewer Data Management System (BDMS)
that gathers data from over 80 Brewer spectrophotometers located in 15 countries.
The WMO Global Atmospheric Watch (GAW) provides external advice to the WOUDC
through the Advisory Group on UV radiation and ozone.

The annual MSC/WMO publication Ozone Data for the World (ODW), also
called the “Red Book,” was the main output of the WODC for many years but has
been replaced since 2000 by an ODW CD-ROM. The ozone and UV data, the
software collection, and descriptive information are available and can be found
through the WOUDC Website (www.woudc.org).

Ozone depletion has been observed during the past two decades. Figure 4.5
shows the global average values along with two possible future scenarios that depend
on the on-going success of control programs.

4.5.3 INTERNATIONAL COOPERATIVE PROGRAMS ESTABLISHED
UNDER THE CONVENTION ON LONG-RANGE
TRANSBOUNDARY AIR PoOLLUTION

There has been extensive international pollution control and monitoring activity
conducted under the Convention on Long-range Transboundary Air Pollution. The
Convention established the European Monitoring of Atmospheric Pollution (EMAP)
network that measures air quality and deposition of several pollutants in Europe.
As pollution control Protocols were developed and ratified, there was an increasing
interest in monitoring the effects of the pollutants and the ecological response to the
control programs. This has lead to the establishment of five International Co-operative
Monitoring Programs (ICPs) that include Forests, Rivers and Lakes, Crops, Building
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Materials and Cultural Monuments, and Integrated Monitoring. Canada participates
in all programs except Crops. The programs have generated considerable information
about the environmental effects of air pollutants—notably sulfur, nitrogen, and
tropospheric ozone.

The Integrated Monitoring Programme (IMP) has the four specific objectives
listed above in its description of Integrated Monitoring. The program presently
includes about 50 sites in 20 countries in Europe plus Canada (Kleemola and Forsius
2001).

The sites are divided into two categories (Kleemola and Laine 1997):

1. Intensive monitoring sites (A-sites) where samples are collected and
observations made for many compartments in the ecosystem for the appli-
cation of complex models. Intense investigations of dose-response rela-
tionships are also carried out. Strict siting criteria have been set for the
A-sites. These sites are normally located in protected areas.

2. Biomonitoring sites (B-sites) have the objective of quantifying the varia-
tion between sites concerning some of the more important features like
input—output mass balance models of elements and models for bioindica-
tors on the spatial basis. Biomonitoring for detecting natural changes,
effects of air pollutants, and climate change is a particular aim of these
sites.

The 1997 Annual Report (Kleemola and Laine 1997) of the IM concluded that
decreases in sulfur dioxide emissions have resulted in decreases in wet and dry
deposition of sulfate. Correspondingly, the sulfate concentrations and the acidity in
runoff water have generally decreased.

The results have also shown a complicated watershed response to nitrogen
deposition. Some sites have decreasing nitrate concentrations in runoff even though
the nitrate deposition has not changed. Other sites have recorded increased nitrate
in runoff, indicating the possible onset of nitrogen saturation.

Multivariate statistical analysis of forest damage data from IM sites explained
damage as being 18%, 42%, and 55% caused by the combined action of ozone
and acidifying sulfur and nitrogen compounds in the air (Kleemola and Forsius
2001).

4.5.4 MONITORING THE ErFrects oF AcipD RAIN

The Canadian Forest Service (CFS) established the ARNEWS in 1984 in response
to prevalent concerns about the effect of acid rain on the health of Canada’s forests.
Analysis of ARNEWS data strived to detect early signs of change or damage to
forest trees and soils attributable to air pollution and not to damage associated with
natural causes or management practices. ARNEWS was a good example of one of
the main reasons for monitoring, i.e., simple monitoring applied to determine the
status of the resource and to determine if any observed changes are outside of the
normal variation. Long-term changes in vegetation and soils attributable to acid rain
and other pollutants were monitored. Symptoms of damage from air pollution are
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not obvious and frequently resemble damage from natural causes. Experience of
field professionals trained to distinguish these symptoms from abnormal climatic
conditions, inherent nutrient deficiencies, and the effects of insects and diseases was
crucial to ARNEWS.

Forest decline is defined as a continued and sustained deterioration of condi-
tions ending in the death of trees. ARNEWS did not identify any extensive areas
of decline other than that of white birches near the Bay of Fundy where acid fog
has been implicated. However, a clear correlation has been determined between
tree mortality and exceedances over critical loads, using data from a number of
ARNEWS plots. Researchers at the University of New Brunswick found that tree
mortality increased where the amount of acid deposited from the atmosphere
exceeds the calculated acid tolerance level of the forest soil at the site. It was
determined that in 1995, trees on 17 ARNEWS forest plots had visible damage.
All 17 plots were in areas where acid deposition exceeded critical loads. On the
other hand, none of the plots outside of the exceedance area had visible damage
that could not be explained by other factors such as insects, weather, or stand dynamics
(Moayeri and Arp 1997).

The New England Governors and Eastern Premiers (NEG/EP) Secretariat is cur-
rently engaged in a project to map the sensitivity of northeastern forests to acidic
deposition (New England governors and Eastern Premiers 1998). The Forest Mapping
Working Group of NEG/EP is developing critical loads and exceedances for these
forests. Data from ARNEWS comprise the basis for the modeling exercise involving
the Canadian component of the study. The project is also examining the impact of
forest management practices on critical loads and exceedances. NEG/EP hopes to
finalize the sensitivity maps by 2004 and produce a final report on the impact of continued
acidic deposition on the productive forest land of northeastern North America.

On some ARNEWS plots in areas of higher sulfate and nitrate deposition, soil
base cation depletion from the forest floor was observed and the prevailing thought
is that this depletion will likely be sustained or increased at current deposition levels
(Morrison et al. 1995).

In response to changing program objectives, this network of 151 plots across
the country ceased to exist as an entity in 1998. Some ARNEWS plots were archived
in a manner that would permit their use in the future if the need arose, while other
plots were incorporated into continuing issue-based monitoring being carried out by
CFS and its partners.

CFS has incorporated 18 ARNEWS plots into the Forest Indicators of Global
Change Project (FIGCP) that incorporates a gradient of atmospheric pollution
conditions from Ontario to the Maritimes. In total, 25 plots make up the gradient,
also incorporating four former North American Maple Project (NAMP) plots as
well as three additional sites. This initiative began in 1999 and is designed to
develop new, early warning indicators of forest condition; to investigate interactions
between air pollution, climate change, and forest productivity; and to establish an
array of permanent research-monitoring (integrated monitoring) plots to conduct
detailed studies of nutrient/carbon cycling in eastern Canada. ARNEWS plots also
comprise part of a network of plots set up to study aspen decline in Alberta and
Saskatchewan.
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4.5.5 GLoBAL ENVIRONMENTAL MONITORING SYSTEM (GEMS)

Canada participates in the global freshwater quality agenda through its United
Nations sponsorship of the GEMS/Water Programme. The program headquarters are
located at the National Water Research Institute in Burlington, Ontario. GEMS/Water
is a UN program on global water quality that was initiated in 1976 by United Nations
Environment Programme (UNEP). It is the only international UN program strictly
devoted to water quality and significantly contributes toward a global appreciation
of current water quality status and trends while promoting sustainable freshwater
quality management. The main activities of the GEMS/Water program include inter-
national cooperative data program and monitoring; data and information sharing;
global and regional assessments; capacity building and technical expertise; advice
to governments and international agencies; information products; and partnerships.

Data are submitted to GEMS/Water for entry into the global database (GLOW-
DAT) from approximately 800 stations in about 70 participating countries including
South Africa, Japan, Thailand, Belgium, France, Senegal, New Zealand, and Russia.
The database currently consists of approximately two million data points, represent-
ing six classes of water assessment variables. GEMS/Water has also recently inau-
gurated a new database on pathogenic organisms. Extracts from the database are
used for the preparation of regional and global water assessments requested by UN
agencies and in the course of various research projects carried out by public and
private-sector organizations. Figure 4.6 is an illustration of data presentation.

The GEMS/Water Programme Office also contracts with outside sources to carry
out special activities such as the evaluation and assessment of the strategic water
quality monitoring program of the Panama Canal Authority.

A number of activities are being undertaken to solicit new countries to participate
in the GEMS/Water program, with an emphasis upon developing countries, particularly
in Africa. Since 1998, participation in GEMS/Water by national governments and
agencies has significantly increased. This reflects the growing awareness and concern
about freshwater quality and availability in the environment, and the impact that these
resources have upon the lives of the people of the world. GEMS/Water provides a
focal point for water quality data and information designed to provide input to scientific
assessments undertaken by the UN on activities leading to sustainable development.

4.5.6 GLoBAL CLIMATE OBSERVING SYSTEM

The increase in atmospheric concentrations of greenhouse gases, atmospheric emis-
sions of sulfur dioxide, formation of tropospheric ozone, and depletion of stratospheric
ozone creates a complex set of interactions affecting the radiation balance of the
atmosphere (IPCC 2001a). These changes are likely to have already increased the
average global temperature (Wigley et al. 1998; Crowley 2000). Scientists predict
increases of 1.4 to 5.8°C over the period 1990 to 2100 (IPCC 2001a). In addition,
there are variations in the global temperature brought about by natural fluctuations in
the sun’s energy, and these were also likely to have contributed to the observed increase
in temperature over the past 150 years (Wigley et al. 1998). The El Nifio phenomenon
causes large variations in weather conditions around the globe on a decade time scale.
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FIGURE 4.6 The global total ozone record from 1964 to 1996 and two hypothetical projec-
tions based on different control scenarios. (a) The best case assuming that the Montreal Protocol
and its amendments will be fully implemented. (b) Based on the assumption that concentrations
of all ozone-depleting substances remain at their 1997 levels.

The sheer geographical extent (i.e., global) and complexity of anthropogenically
caused climate change requires a concerted international monitoring effort to mea-
sure changes and to determine their causes and ecological and sociological conse-
quences. This international effort is being developed by the World Meteorological
Organization and is coordinated by the Global Climate Observing System (GCOS).

While there are numerous monitoring programs already in place, GCOS recog-
nized that new and reorganized programs are needed to enable nations to:

* Detect and quantify climate change at the earliest possible time

* Document natural climate variability and extreme climate events
* Model, understand, and predict climate variability and change

* Assess the potential impact on ecosystems and socio-economics
* Develop strategies to diminish potentially harmful effects

* Provide services and applications to climate-sensitive sectors

* Support sustainable development (Spence 1995)

The planning workshop in 1995 (Karl 1995) set out an array of monitoring needs
in three main categories.
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1. Climate forcing and feedbacks: This will include monitoring of the full suite
of greenhouse gases: carbon dioxide (CO,), methane (CH,), carbon mon-
oxide (CO), nitrous oxide (N,0), chlorofluorocarbons (CFCs), ozone (O,),
and water vapor. This information will be combined with measurements of
aerosols, solar radiation, and cloud cover to calculate energy budgets.

2. Climate responses and feedbacks: This program has 11 components rang-
ing from detailed measurements of sea level, surface and sub-surface
oceans processes, land surface air temperature, tropospheric and strato-
spheric temperatures, and precipitation and cryospheric changes to rean-
alyzes of climate model predictions and determining new variables that
are sensitive to anthropogenic climate forcing.

3. Climate impacts: In the final analysis, it is the ecological effects of the
changing atmosphere and changing climatic variables that are of most
interest to the general public, resources managers, planners, and gov-
ernments. Such questions — how is agricultural (food) production
affected? what is happening to the forests? do extreme weather con-
ditions threaten life and property? — are uppermost in the minds of the
public.

GCOS will look beyond the climatological aspects of atmospheric change to
assess changes in the global ecological condition. There will be continuing work on
developing, measuring, and reporting on environmental indicators. Long-term mon-
itoring of land surface characteristics such as vegetation, soil moisture, runoff, and
surface temperatures are being considered.

The GCOS Planning Workshop concluded inter alia that “adequate long-term
climate monitoring will continue to be critically dependent on developing a partner-
ship among network operators, data managers, analysts, and modelers. Multi-purpose
observing systems used for operations, research, and monitoring are likely to be the
most practical means of achieving an economical long-term climate monitoring
system.”

4.5.7 VOLUNTEER MONITORING NETWORKS

In Canada and in other countries, there are large-scale, simple monitoring programs
carried out by trained volunteers. These programs have great value by themselves
in gathering and reporting on changes in the environment. However, they also
augment the networks operated by scientific professionals. In an ideal case, the
scientific explanations for change are derived at integrated monitoring sites. These
explanations can then be applied to the observations from the volunteer networks
in order to provide a complete picture of the geographical cause and extent of the
environmental change.

In establishing volunteer monitoring programs it is important to select variables
that are relatively easy and inexpensive to measure so that large numbers of people
can participate. It is also essential to establish scientifically sound protocols and to
provide training to participants via manuals, videos, and lectures.

The following are examples of volunteer networks operating in Canada.
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4.5.8 ENVIRONMENT CANADA’S VOLUNTEER CLIMATE NETWORK

Across Canada, approximately 1000 individuals or agencies record their local
weather conditions twice daily and send this information to Environment Canada.
The data include daily maximum and minimum temperature, rainfall, snowfall, and
snow cover. The majority of the reports are mailed to regional Climate Centres for
inclusion in the climate data record. However, there is an increasing number of
observers who input their observations on-line for immediate use by forecasters and
climatologists. This tradition of weather record-keeping dates back to 1840 and is
a proven source of valuable data for climate inquiries and studies.

4.5.8.1 PlantWatch

PlantWatch is a phenology (study of the seasonal timing of life-cycle events) program
which links students and other observers as the “eyes of science,” tracking the green
wave of spring moving north. The initial program, established in 1995, can be
reached at the Website www.devonian.ualberta.ca/pwatch. Students develop scien-
tific skills while observing springtime changes in plants and learning about biodi-
versity. Observers monitor flowering of native and cultivated plants and report the
bloom times to central scientists over the Internet or electronic mail. A Teacher
Guide describes the program and curriculum connections. Schools are encouraged
to establish “PlantWatch Gardens,” planting the key indicator species.

There has been an observed trend in western Canada to earlier flowering asso-
ciated with strong El Nifio events, warmer ocean temperatures, and warmer winter
temperatures as show in Figure 4.7 (Beaubien and Freeland 2000). This valuable
seasonal information helps decision making for farmers and foresters, i.e., to cor-
rectly time operations such as planting, fertilizing, and crop protection, and to predict
harvest timing. It also is useful in wildlife management (e.g., in early springs, more
deer fawns are successful); human health (pollen warnings for allergy sufferers);
and tourism (best times to photograph flowers or animals or to go fly-fishing).

The national coordinator for PlantWatch is based at the University of Alberta’s
Devonian Botanic Garden, home of the Alberta Wildflower Survey (renamed Alberta
PlantWatch). Observations on the common purple lilac have been carried out in
Europe and Asia (Beaubien 2003).

In 2001 Environment Canada and the Canadian Nature Federation expanded
PlantWatch by funding work to locate coordinators in each province and territory,
and by producing a booklet in 2002 and Web page describing PlantWatch (see
www.naturewatch.ca).

4.5.8.2 NatureWatch

In recent years, Environment Canada has expanded volunteer networks and Com-
munity Based Monitoring (CBM). CBMs often take the form of citizen-science
monitoring programs that are coordinated and supported by governmental agencies.
Examples of CBMs are the NatureWatch programs established by EMAN in part-
nership with the Canadian Nature Federation (see www.naturewatch.ca). Nature-
Watch programs are designed to collect reliable information that can contribute to
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FIGURE 4.7 Long-term trend (1901-1997) in first-flowering dates of Populus tremuloides
at Edmonton, Alberta. The Julian dates of flowering are shown as deviations from the mean
bloom date for all data. Phenology data for 1901-1903, 1936-1961, 1973-1982 and
1987-1997 are plotted (no deviation values = zero).

local, regional, and national monitoring programs. The NatureWatch programs are
internet-based but allow for hardcopy observation submissions. FrogWatch
(www.frogwatch.ca) was launched in the spring of 2000 and collects information
on the distribution and abundance of anurans across Canada. This program is sup-
ported by partnerships with anuran experts in each province and territory who check
the submissions for accuracy and investigate outliers. WormWatch (www.worm-
watch.ca), developed in partnership with the agriculture industry and AgriFood
Canada, collects information on the distribution and abundance of earthworms in
Canada and was launched in the fall of 2001. IceWatch (www.icewatch.ca), devel-
oped in partnership with the Meteorological Service of Canada and Laval University,
collects information on lake and river ice phenology and was also launched in the
fall of 2001.

4.6 THE FUTURE

Environmental monitoring programs have a good track record in meeting the key
objectives of defining problems and their solutions, reporting on the effectiveness
of control programs, and in identifying new issues. In spite of substantial success
in solving, or at least taking action, on many environmental problems, we have lost
ground in the overall objective of protecting the environment. Environmental dis-
ruption is occurring for many reasons, such as land use change and the deliberate
and accidental introduction of exotic species.
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In Lake Erie, for example, prior to 1992, reductions in phosphorus input resulted
in the expected reductions in the growth of algae (Dobson 1994). Howeyver, since then,
the accidental introduction of exotic species, notably zebra and quagga mussels, has
resulted in a complex web of ecological changes affecting phosphorus concentrations,
algal growth, hypolimnetic oxygen concentrations, and fish production (Charlton
1999; Nicholls 1999). This has lead Charlton (1999) to conclude that “Lake Erie in
the 1990s is a lake in transition,” a matter of consderable concern given the great
economic and social importance of the lake as a municipal water supply and recre-
ation and commercial fishery. In 1997, in an attempt to explain the variations in
long-term trends in algal growth in Lake Erie, Nicholls (1997) concluded that
“Effective ecosystem management of the Great Lakes depends on sound interpreta-
tion of long-term environmental data.” Events are proving him correct as even the
seemingly successful phosphorus management plan itself has been questioned
regarding its ongoing effectiveness (Charlton 1999). Monitoring and understanding
the changes in the Great Lakes is of critical importance for the effective and safe
management of this vital water resource.

A very serious environmental issue facing the globe is the fact that anthropogenic
activities are changing the chemical composition of the global atmosphere. For
example, increasing concentrations of carbon dioxide, methane, nitrous oxide, and
HFCs have been recorded by monitoring programs. In addition, sulfur and nitrogen
compounds have changed the chemical character of precipitation (acid rain) on a
regional scale in North America, Europe, and Asia. These changes, in turn, alter the
physical properties of the atmosphere with responses such as stratospheric ozone
depletion, ground-level ozone formation, and modifications to the radiation balance.
Changes in radiation balance are expected to increase the average global temperature
(global warming). The biosphere is affected by the chemistry and physics of the
atmosphere, so we would expect it to respond to these new conditions, and it already has.

Emissions of sulfur dioxide and nitrogen oxides have altered the chemical
characteristics of precipitation in areas near and downwind of large sources of these
pollutants. Damage to lakes, forests, human health, building materials, and atmo-
spheric visibility has been documented in eastern North America (Environment
Canada 1997). That report also drew attention to the fact that present control pro-
grams are not strict enough to fully protect the environment. Further reductions in
emissions, particularly of sulfur dioxide, are needed.

Keeling et al. (1996) have reported on changes in the amplitude and timing of
the global carbon cycle. The amplitude of the yearly cycle has increased by 20% at
the Mauna Loa, HI observatory over the past 30 years and by about 40% over arctic
sites at Alert in Canada and Pt. Barrow in the U.S. In addition, the yearly minimum
atmospheric concentration of carbon dioxide that occurs in July is now observed to
occur about a week earlier than 30 years ago. These changes appear to be a response
to increasing average temperatures. Keeling et al. (1996) noted “These striking
increases over 30 years could represent unprecedented changes in the terrestrial
biosphere, particularly in response to some of the highest global annual average
temperatures since the beginning of modern records, and particularly in response to
plant growth being stimulated by the highest concentrations of atmospheric CO, in
the past 150,000 years.”
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Briffa et al. (1998) reported on tree growth from 300 locations at high latitudes
in the Northern Hemisphere. Over the past 50 years, the expected patterns of growth
related to temperature have not been observed. Instead, growth rates are less than
expected. While the reasons for these observed changes are not known, they are an
indication of wide-scale disruptions of normal processes in the biosphere. McLaugh-
lin and Percy (1999) report that “in North America the regional patterns of the most
frequent disease problems documented by forest surveys, are spatially consistent
with the patterns of highest levels of ozone and acidic deposition.” The physiological
effects of air pollutants may be predisposing trees to other stresses or amplifying
their effects. Such changes should be viewed, at least as an early warning, of further
ecosystem responses to the changing atmosphere.

The IPCC 2001 Executive Summary of Working Group II (IPCC 2001c) drew
attention to the complexities of plant growth by noting that previous attribution of
increased terrestrial uptake of carbon dioxide to increased CO, concentrations and
temperature and moisture changes were not confirmed by field observations. Changes
in uptake of carbon may be more due to changes in land uses and management than
climate. The need to understand terrestrial sinks of carbon dioxide is of vital impor-
tance as such sinks are accepted as part of countries overall carbon dioxide emission
control actions (Kyoto Protocol 1997).

Wardle (1997) has reported on recent changes in stratospheric ozone depletion
over Canada’s Arctic. Low values of ozone in the spring have been increasing in both
frequency and severity, due to low temperatures in the stratosphere. The lower tem-
peratures in the stratosphere may in turn be caused by higher concentrations of carbon
dioxide. Wardle postulates that increasing atmospheric concentrations of carbon diox-
ide will cause even lower temperatures to occur in the winter stratosphere, thus
increasing the early spring ozone depletion. This may happen even though the con-
centrations of CFCs in the atmosphere have increased very little in past few years.

Overall, we can anticipate a wide range of complex ecological responses to the
changing chemical and physical properties of the atmosphere. Land use change and
exotic species will further add to the ecological stress. The natural resources that are
being affected are the basis of large parts of the economies of North America. It is
essential that we record and understand changes in these ecosystems in order to manage
the associated industries in a sustainable way. This represents a major challenge for
our monitoring programs and particularly for the integrated monitoring sites.
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5.1 INTRODUCTION

International agreements, such as the Clean Air Act Amendments of 1990 and the
Kyoto Protocol, mandate introduction and enforcement of policies leading to system-
atic emission reductions over a specific period of time. To maintain the acquaintance
of politicians and general public with the efficiency of these policies, governments of
Canada and the U.S. operate networks of monitoring stations providing scientific data
for assessment of concominant changes exhibited by concentrations of specific chem-
icals such as sulfate and nitrate. The highly random nature of data supplied by the
networks complicates diagnosis of systematic changes in concentrations of a particular
substance, as well as important policy related decisions such as choice of the reduction
magnitude to be achieved and the time frame in which it should be realized.

This chapter offers quantitative methods for answering some key questions
arising in numerous policies. For example, how long must the monitoring last in
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order that a reduction can be detected given the precision of current measurements?
Based on the recent annual rate of change, how many more years will it take to see
the desired significant impact? Do the data, collected over a specific period of time,
suggest an emission reduction at all? How do we extrapolate results from isolated
spots to a whole region? How do we compare changes measured by different
networks with specific sampling protocols and sampling frequencies? An accurate
answer to these and other questions can avoid wasting of valuable resources and
prevent formulation of goals, the achievement of which cannot be reasonably and
reliably verified and therefore enforced in a timely manner.

The statistical method for assessment of changes in long-term air quality data
described in the next section was designed and tested on samples by three major North
American monitoring networks: CASTNet, run by the U.S. Environmental Protection
Agency, CAPMoN, operated by the Canadian Federal Government, and APIOS-D,
established by the Ontario Ministry of Environment and Energy. Despite that, the
method is general enough to have a considerable range of application to a number of
regularly sampled environmental measurements. It relies on an indicator of long-term
change estimated from the observed concentrations and on statistical tests for decision
about the significance of the estimated indicator value. The indicator is interpreted as
the average long-term percentage change. Its structure eliminates short-term periodic
changes in the data and is invariant towards systematic biases caused by differences in
measurement techniques used by different networks. The latter feature allows us to carry
out a unified quantitative assessment of change over all of North America. Since
inference about the indicator values and procedures utilizing the indicator for answering
policy-related questions outlined above require a reliable probabilistic description of
the data, a lot of attention is devoted to CASTNet, CAPMoN, and APIOS-D case studies.

A basic knowledge of statistics will simplify understanding of the presented
methods; nevertheless, conclusions of data analysis should be accessible to the
broadest research community. The thorough, though not exhaustive, analysis of
changes exhibited by the network data demonstrates the versatility of the percentage
decline indicator, the possibilities offered by the indicator for inference and use in
policy making, and a new interesting view of the long-term change in air quality
over North America from 1980 to 1998.

5.1.1 FREQUENTLY ASKED QUESTIONS ABOUT
STATISTICAL ASSESSMENT

Among practitioners, reputation of statistics as a scientific tool varies with the level
of understanding of particular methods and the quality of experience with specific
procedures. It is thus desirable to address explicitly some concerns related to air
quality change assessment often occurring in the context of statistics. The following
section contains the most frequent questions practitioners have about inference and
tests used throughout this study.

Question 1: Why should statistics be involved? Cannot the reduction of pollutant
concentrations caused by the policies be verified just visually? Why cannot we rely
only on common sense?



114 Environmental Monitoring

Answer: A reduction clearly visible, say, from a simple plot of sulfur dioxide
concentrations against time, would be a nearly ideal situation. Unfortunately, the
variability of daily or weekly measurements is usually too high for such an
assessment and the plots lack the intuitively desired pattern. Emission reductions
require time to become noticeable, but if the policies have little or no effect,
they should be modified as soon as possible. Hence, the failure of statistics to
detect any change over a sufficiently long time, presumably shorter than the time
an obvious change is expected to happen, can be a good reason for reviewing
the current strategy. Conversely, an early detection of change may give us space
to choose between more than one strategy and select and enforce the most
efficient one.

Question 2: Inference about the long-term change is based on the probability
distribution of the observed data. The distribution is selected using the goodness-
of-fit test. However, such a test allows one only to show that the fit of some
distribution to the data is not good, but lack of statistical significance does not show
the fit is good. Can the goodness-of-fit information be thus useful?

Answer: In this life, nothing is certain except death and taxes (Benjamin Franklin),
and scientific inference is no exception. Statistical analysis resembles largely a
criminal investigation, in which the goodness-of-fit test allows us to eliminate proba-
bility distributions suspected as useless for further inference about the data. Distri-
butions that are not rejected by the test are equally well admissible and can lead to
different conclusions. This happens rarely though. Usually, investigators struggle to
find at least one acceptable distribution describing the data. Although the risk of
picking a wrong probability distribution resulting in wrong conclusions is always
present, practice shows that it is worth assuming.

Question 3: Some people argue that inference about concentrations of chemical
substances should rely mainly on the arithmetic mean because of the law of con-
servation of mass. Why should one work with logarithms of a set of measurements
and other less obvious statistics?

Answer: A simple universal yes—no formula for long-term change assessment
based on an indicator such as the arithmetic mean of observed concentrations is a
dream of all policy makers and officials dealing with environment-related public
affairs. In statistics, the significance of an indicator is often determined by the ratio
of the indicator value and its standard deviation. To estimate the variability of the
indicator correctly is thus the toughest part of the assessment problem and consumes
the most space in this chapter.

Question 4: Series of chemical concentrations observed over time often carry a
substantial autocorrelation that complicates estimation of variances of data sets. Is it
thus possible to make correct decisions without determining the variance properly?

Answer: Probability distributions describing observed chemical concentrations
must take autocorrelation into account. Neglect of autocorrelation leads to wrong
conclusions. Observations that exhibit a strong autocorrelation often contain a trend
that is not acknowledged by the model. Numerous methods for autocorrelation
detection and evaluation are offered by the time-series theory and here they are
utilized as well because it is impossible to conduct statistical inference without
correctly evaluating the variability of the data.
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5.1.2 TREND ANALYSIS VS. CHANGE ASSESSMENT

The high variability of air chemistry data supplied by networks such as CASTNet,
CAPMOoN, and APIOS-D and the complex real-world conditions generating them
lead researchers to focus on what is today called trend detection and analysis. The
application of this method to filter pack data from CASTNet can be found in Holland
et al. (1999). A more recent summary of various trend-related methods frequently
used for air and precipitation quality data analysis is found in Hess et al. (2001). The
advantage of trend analysis is that it applies well to both dry and wet deposition
data (Lynch et al. 1995; Mohapl 2001; Mohapl 2003b). Some drawbacks of trend
analysis in the context of the U.S. network collected data are discussed by Civeroloa
et al. (2001). Let us recall that the basic terminology and methods concerning air
chemistry monitoring in network settings are described in Stensland (1998).

A trend with a significant, linearly decreasing component is commonly presented
as a proof of decline of pollutant concentrations. Evidence of a systematic decline,
however, is only a part of the assessment problem. The other part is quantification
of the decline. One approach consists of estimation of the total depositions of a
chemical over a longer time period, say per annum, and in the use of the estimated
totals for calculation of the annual percentage decline (Husain et al. 1998; Dutkiewicz
et al. 2000). A more advanced approach, applied to CASTNet data, uses modeling
and fluxes (Clarke et al. 1997). There is no apparent relation between the analysis
of trends, e.g., in sulfate or nitrate weekly measurements, and the flux-based method
for the total deposition calculation. Trend analysis reports rarely specify the relation
between the trend and the disclosed percentage declines. What do the significance
of trend and confidence intervals for the percentage change, if provided, have in
common is also not clear.

Besides the presence of change, there are other questions puzzling policy makers
and not easily answered by trend analysis as persuasively and clearly as they deserve.
If the change is not significant yet, how long do we have to monitor until it will prove
as such? Is the time horizon for detection of a significant emission reduction feasible?
Is the detected significant change a feature of the data or is it a consequence of the
estimator used for the calculation?

Though analysis of time trends in the air chemistry data appears inevitable to
get proper answers, this chapter argues that the nature of CAPMoN, CASTNet, and
APIOS-D data permits drawing of conclusions using common elementary statistical
formulas and methods. Since each site is exposed to particular atmospheric condi-
tions, analysis of some samples may require more sophisticated procedures.

5.1.3 ORGANIZATION OF THis CHAPTER

Section 5.2 introduces the annual percentage change and decline indicators. In the
literature, formulas for calculation of percentage declines observed in data are rarely
given explicitly. A positive example, describing calculation of the total percentage
from a trend estimate, is Holland et al. (1999). The main idea here is that an indicator
should be a well-defined theoretical quantity, independent of any particular data set
and estimation procedure and admitting a reasonable interpretation. Various estimators
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of the quantity, differing in bias, variability, speed of convergence, etc., can be then
designed and studied according to the features of the available data.

Introduction of the long-term percentage change and decline indicators, which
are central to this study, does not require a specific probability distribution. Inter-
pretation of the indicators in the context of stationary processes that are commonly
used in large network data analysis is given in Section 5.2.1. Applicability of the
indicators to the CASTNet data set is discussed in Section 5.3 and throughout the
rest of this study.

Section 5.4 presents the elementary statistics for estimation and temporal infer-
ence about the change and decline indicators, including confidence regions. It shows
how the estimators work on the CASTNet data set. The results are interesting in
comparison to those in Holland et al. (1999), Husain et al. (1998), and Dutkiewicz
et al. (2000). Section 5.4.3 utilizes the decline indicator to gain insight into the
regional changes of the CASTNet data.

Section 5.5 develops methods for statistical inference about the percentage
change in the simplest but fairly common case, occurring mainly in the context of
small data sets when the data entering the indicators appear mutually independent
and identically distributed. A set of policy-related problems concerning long-term
change assessment is also solved.

Section 5.6 extends the results to data generated by stationary processes and applies
them to the CASTNet observations. Problems concerning policies are reformulated
for data generated by stationary processes and solutions to the problems are extended
accordingly. Further generalization of the change indicator is discussed in Section 5.7.

Spatial distribution of air pollutants is frequently discussed in the context of
concentration mapping (Ohlert 1993; Vyas and Christakos 1997), but rarely for the
purpose of change assessment. Section 5.8 generalizes definition of the indicators
from one to several stations. The spatial model for construction of significance tests
and confidence intervals for the change indicators is built using a multivariate
autoregressive process.

The CAPMoN data carry certain features that require further extension of the
percentage change estimators in Section 5.9. Besides analysis of changes in time
and space analogous to the CASTNet study, they offer the opportunity to use the
change indicators for comparison of long-term changes estimated from the two
networks (see Section 5.9.3). Both CAPMoN and CASTNet maintain common
sampling sites at Egbert and Pennsylvania State University serving network calibra-
tion. Comparison of the annual rates of decline, quantities that essentially determine
the long-term change indicators, is used to infer about similarities and differences
in changes measured by the two networks.

Another example of how to apply change indicators to comparison of pollutant
reductions reported by different networks is presented in Section 5.10. Data from
three stations that hosted CAPMoN and APIOS-D devices during joint operation of
the networks demonstrate that the indicator is indeed invariant towards biases caused
by differences in measurement methods.

Most case studies in this chapter focus on dry deposition data in which pairs
are natural with regard to the sampling procedure. Section 5.11 demonstrates its power
on CASTNet precipitation samples, where the paired approach is not particularly
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optimal due to the irregular precipitation occurrence reducing the number of pairs. Still,
the application shows the considerable potential of the method and motivates the
need for its further generalization.

Since decisions about the trend parameter of a stationary AR(p) process are
essential for inference about the indicators, and the results of inference have a straight
impact on quality and success of policies that will implement them, the plain average
estimator vs. the least squares and maximum likelihood estimators are discussed in
Section 5.12.1. The presented theory shows that the so-called average percentage
decline estimator remains optimal even for correlated data, though the inference
must accommodate the autocorrelation accordingly.

5.2 THE ASSESSMENT PROBLEM

This section presents the annual percentage decline indicator as a quantity describing
the change exhibited by concentrations of a specific pollutant measured in the air over
a 2-year observation period. It is derived for daily measurements, though weekly or
monthly data would be equally useful. The only assumption the definition of the
indicator needs is positiveness of the observed amounts. Practice requires assessment
of change over longer periods than just 2 years. Introduction of the long-term percent-
age decline, central to our inference about the air quality changes, thus follows.

5.2.1 THE SpoT AND ANNUAL PERCENTAGE CHANGES

Let us consider concentrations of a chemical species in milligrams per liter (mg/1)
sampled daily from a fixed location over two subsequent nonleap years, none of
them missing and all positive. It is to decide if concentrations in the first year are
in some sense systematically higher or lower than in the second year.

For the purpose of statistical analysis, each observed concentration is represented
by a random variable c. Due to the positiveness of concentrations, the random
variable c is also positive and admits the description

c =exp{m+ n}, 6.1

where m is a real number and 7] is a random variable with zero mean. In applications,
m is not known, hence the value of 1 is not observable.

Let ¢ describe a concentration in year one and let ¢’ be the concentration observed
the day exactly one year later. Then ¢” admits the representation

¢ =exp{m’ + 7'}, (5.2)

and our task is to compare ¢ to ¢’. This can be done either by assessing how far
the difference ¢ — ¢’ lies from zero or how much the ratio ¢/c” differs from one.
While dealing with ¢ — ¢’ appears more natural, the fraction ¢/¢” turns out as much
more operational. That is because c¢/c” is again a positive random variable with the
representation

Cc

g=eXP{u+C}, (5.3)
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where (1t =m — m’ and { =1 — 1. Since the use of c/c” is not quite common, we
focus on the quantity

4

pe, =100 e 100(“-1) =100(exp{-p—E}-1). (5.4)
C C

The quantity pc, can be called the annual spot percentage change. If a systematic
change occurred over the 2 years, then at least intuitively it is captured by the
deterministic value of u.

The sampling methods used by CASTNet and CAPMoN networks produce
results that are systematically biased towards each other (Mohapl 2000b; Sickles
and Shadwick 2002a). Other networks suffer systematic biases as well (Ohlert 1993).
It is thus important to emphasize that the quantity pc . is not affected by the bias.
The bias means that, in theory, if the precision of CASTNet and CAPMoN were
exactly the same up to the bias, then the CASTNet measurements would be ¢} = ac),
and ¢, = ac,, respectively, where ¢} and ¢, are CAPMoN observations taken at the
same time and location. The relations

show that the percentage change is not affected by the bias.

Similarly, if two networks issue measurements in different units, then the spot
percentage declines computed from those results are comparable due to the same
argument. The annual percentage decline is thus unit invariant.

A random variable is not a particularly good indicator of a change. That is why
we introduce the annual percentage change using the quantity

pc = 100(exp{—u} — 1), 5.5)

which arises from pc, by suppression of the noise. Policy makers think usually in
terms of an annual percentage decline to be achieved by their policies, and this
decline is a positive number. Hence, we introduce the annual percentage decline
indicator pd = —pc, or in more detail

pd = 100(1 — exp{—u}). (5.6)

It is rather clear that pd grows as y increases. The parameter u is called the
annual rate of change or annual rate of decline.

At the moment, the annual percentage decline pd is a sensible indicator of the
annual change only if y is common for all spot changes obtained from the two
compared years. Though this is a serious restriction expressing a belief that the
decline proceeds in some sense uniformly and linearly, justification of this assump-
tion for a broad class of concentration measurements will be given shortly.
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5.2.2 THE LONG-TErRM PERCENTAGE CHANGE

To explain the difference between the annual and long-term change, let us denote
¢, and ¢/ positive concentration amounts of a chemical sampled with the same
frequency either daily, weekly or monthly over two equally long periods measured
in years. Due to (5.1), (5.2), and (5.3),

¢, =exp{m, + 1} 6.7
and
¢ =exp{m + 1}, (5.8)

respectively, where m, and m/ represent a trend, and 1), and 1] capture irregularities
in concentration amounts due to the randomness of weather conditions and inaccu-
racies of the measuring procedure. Recall that the only assumption for representa-
tions (5.7) and (5.8) is positiveness of the observed values. Depending on the
situation, the time index ¢ can denote the order number of the observation in the
sample, e.g., t-th week, but it can also denote a time in a season measured in decimals.
For example, under weekly sampling, ¢ = n/52 is the n-th week of the year. Hopefully,
the reader will not confuse ¢ with the familiar #-test statistics.

Air quality monitoring networks are running over long time periods. Suppose
we have two sets of data, each collected regularly over P years, with W observations
in each year. For the moment, let ¢, and ¢/ be observations from the first and second
periods, respectively. Then the spot percentage change (5.4), defined by pairs of
observations from now and exactly P years later, has the form

c -
t

pe, =100 =100(C’—1]2100(exp{—ﬂ—§}—1). (5.9)
C

¢ t

t

From (5.9) we can arrive at the same indicators pc and pd as in (5.5) and (5.6),
respectively. However, u in (5.5) and (5.6) cannot be interpreted as an annual rate
of decline anymore.

To illustrate why, let m, and m; in (5.7) and (5.8), respectively, have at selected
points ¢ = n/W, n = 1,..., WP, the form

mt“ =s+rtn+7ttn
and
m =s+rt +P)+T, ,

where 7, is an annual periodic component. Such a representation is quite frequent in
air pollution modeling (Lynch et al. 1995; Holland et al. 1999), and determines u as

w=m —m =-rP, n=1,. WP,

d



120 Environmental Monitoring

which means the more years the compared periods contain, the larger the absolute
value of u. Consequently, the annual rate of change or annual rate of decline p
satisfies in this more general setting the equation

u
K 5.10
p=" (5.10)

where P is the number of years in each of the compared periods. The parameter |
will be simply called the long-term rate of change or rate of decline. If P = 1, then
U, the long-term rate of change, agrees with the annual rate of change. We can thus
introduce the long-term percentage change pc and percentage decline pd indicators
using relations (5.5) and (5.6), respectively, with u defined as u = pP. We recall that
P is always one half of the total observation period covering data available for
analysis and the trend m, declines only if r< 0.

A large part of the a'flalysis in this chapter has to do with verification of the
assumption that the parameter i determining the change indicators pc and pd is
the same for all pairs in the sample. If the rate u is the same for all pairs, then due
to (5.3),

Inc,—Inc/=u+¢, (5.11)

where U is a constant parameter representing the magnitude of the systematic
change in pollutant concentration over time and  is a series of zero-mean random
variables. Assumption (5.11) expresses our belief that by subtracting observations
with the same position in the compared periods we effectively subtract out all
periodicities, and if a linear change in the concentrations prevails, the parameter
1 will be significant. For justification see Figure 5.1 of the CASTNet data sampled
at Woodstock.

Model (5.11) turns into a powerful tool for change assessment if the data do not
contradict the hypothesis that { = {{,,—eo < < oo}, the noise-generating mechanism
for our measurements, is a stationary process. Stationarity means the covariance
between any two ¢ and (., depends on the lag 4 only. More formally,

cov(C,.¢,,,) = R(h) (5.12)

for some finite function R(h), called the covariance function of the process (. If in
addition to the stationarity condition (5.12)

Z | R(h) | < oo, (5.13)

then R(h) has a spectral density function, and the law of large numbers and the
central limit theorem are true (Brockwell and Davis 1987, Chapter 7). These large
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FIGURE 5.1 Observations of teflon filter SO, (mg/1), collected during 1989-1998 at the
CASTNet station Woodstock, Vermont, USA, demonstrate appropriateness of assumption
(5.11). The dashed line on the right is the estimate of u.

sample properties result in accurate statistics for decision about significance of the
observed percentage change, or more precisely, about significance of the observed
rate of change (decline). For more details on the statistics of stationary time series
see also Kendall and Stuart (1977) (Volume 3, Section 47.20).

It is emphasized that assumption (5.11) does not mean we impose any restrictions
on the distribution of ¢ and ¢’, or equivalently, of 17 and 77", respectively. In other
words, if we are interested only in the percentage change, it suffices to concentrate
on the distribution of the process ¢ in (5.11).

Given the previous results, the problem of long-term change assessment essen-
tially consists in determining y and in deciding if it differs significantly from zero.
Though this is a relatively narrow formulation from the practice point of view, its
solution yields results applicable to a broad class of air quality data and provides
enough space for better understanding more complicated problems.

5.3 CASE STUDY: ASSESSMENT OF DRY CHEMISTRY
CHANGES AT CASTNET SITES 1989-1998

The Clean Air Status and Trends Monitoring Network (CASTNet) is operated by the
U.S. Environmental Protection Agency (EPA). Dry chemistry sampling consists in
sucking of a prescribed volume of air through a pack of filters collecting particles
and gases at designated rural areas. The CASTNet filter contents are analyzed
weekly in a central laboratory for amounts of sulfate and nitrate extracted from the
teflon, nylon, and celulose filters. The extracted chemicals are called teflon filter
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TABLE 5.1
Summary of Monitored Species and Their Interpretation. WNO,
Is Usually Not Interpreted

Raw Chemical ~ TSO, TNO, TNH, NHNO, WNO, NSO, WSO,
Interpretation SO, NOj NH; HNO, SO, = NSO, + WSO,
TABLE 5.2
Summary of Monitoring Periods
Years of Monitoring 2 4 6 8 10
Number of Pairs 52 104 156 208 260
Number of Stations 5 17 2 2 40

sulfate, nitrate, and ammonium (TSO,, TNO,, and TNH,, respectively), nylon filter
sulfate and nitrate (NSO, and NHNO,, respectively), and cellulose filter sulfur dioxide
and nitrate (WSO, and WNO,, respectively). Their interpretation is in Table 5.1. A
more detailed overview of CASTNet operation and setting is given in Clarke et al.

(1997) and in this handbook.
Sometimes SO, = NSO, + WSO, is called the total sulfur dioxide. Studies of

the CASTNet data aiming to assess long-term changes, such as Holland et al. (1999),
use total sulfur dioxide and nitrogene values calculated according to the formula

~="*1N0,+ 14 NHNoO,,
62 63

Access to the CASTNet data is provided to the public at http://www.epa.gov/
castnet/data.html. A number of interesting details concerning the sampling procedures
is available (Sickles and Shadwick 2002a). The CASTNet data analyzed here were
collected at 66 stations. Data from all stations end in 1998, and 40 of them start
10 years earlier in 1989. The frequency Table 5.2 summarizes how many stations
have been sampling 2, 4, etc., years prior to 1998. It also shows the possible maximal
sample size of pairs available from the period.

Locations of the stations are indicated in Figure 5.2 and Figure 5.3. The stations
are in two groups representing the western and eastern U.S. The set of pairs for spot
change calculation contains a substantial amount of missing data. The main reason
an observation is missing is the start or end of monitoring in the middle of the
year, which can eliminate up to 50% and more of paired observations from
stations with short history prior to 1998. A labor dispute interrupted sampling at
about half of the stations from October 1995 to February 1996 or later and
substantially contributed to the missing pair set. Causes for data missing through
natural problems with air pumps, filter pack, etc., are listed on the CASTNet
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FIGURE 5.2 CASTNet stations in the western United States.

homepage. The actual percentages of pairs of data used for analysis are given in
Table 5.3 through Table 5.5. The sometimes low percentage numbers show that the
exclusive use of pairs can lead to a considerable loss of information. Due to the
presence of seasonal trends, restriction to the pairs is important for comparison.

A theory for estimation and inference about the long-term percentage change
indicator has to be developed before the CASTNet analysis can be approached.
Because of the large extent of CASTNet dry deposition data, the basic theory is laid
out next in Section 5.4 and the case study continues later as the theory evolves.

5.4 SOLUTION TO THE CHANGE ASSESSMENT
PROBLEM

The formal solution to the change assessment problem is simple. If the data do not
contradict the assumption that the rate of change u is constant and the process ¢ in
(5.11) is stationary, then u can be estimated by a simple sample average, variance
of u is determined by the spectral density of the process, and inference about ,
including confidence regions, can be carried out in a standard manner. Substitution
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FIGURE 5.3 CASTNet stations in the eastern United States.

of the sample average for i leads to an interesting interpretation of pc and pd,
respectively, in terms of the spot percentage change. Since substitution of the average
for the true rate turns pc and pd indicators into random variables, properties of these
random variables must be determined to evaluate their bias and standard deviation.

5.4.1 ESTIMATION OF UL AND INFERENCE

Let us consider positive concentration amounts from two subsequent periods mea-
sured in years obeying the model (5.11) with noise {, that is, a stationary process
with covariance function satisfying (5.13). The amounts admit representation (5.7)
and (5.8), respectively. The most popular statistics for estimation of y in (5.11) from
a sample In(c, /c:), t=1,..., N, is the arithmetic mean

N
=2 Inc /). (5.14)
t=1

z|=
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TABLE 5.3

Western US CASTNet Stations. The Percentage of Pairs Used
for Analyses out of the Total Available Theoretically Given
the Duration of Monitoring

Station TSO, TNO, TNH, NSO, NHNO, WSO, WNO, Years
Big Bend NP 50 50 50 46 50 50 50 4
Canyonlands NP 70 70 70 53 70 70 70 4
Centennial 77 66 77 76 77 76 77 10
Chiricahua NM 82 82 82 81 82 82 82 10
Death Valley NM 77 77 76 26 77 76 75 4
Glacier NP 92 92 92 91 91 87 91 10
Gothic 84 77 83 68 83 75 82 10
Grand Canyon 81 80 81 67 81 80 81 10
Great Basin NP 70 70 70 32 70 68 69 4
Joshua Tree NM 68 68 68 46 67 67 67 4
Lassen Volcanic NP 50 50 50 29 50 47 50 4
Mesa Verde NP 64 63 64 56 64 64 64 4
Mount Rainier NP 89 81 75 53 60 60 64 2
North Cascades NP 70 66 70 38 55 49 68 2
Pinedale 79 73 77 69 78 76 77 10
Pinnacles NM 61 62 61 43 61 60 62 4
Rocky Mtn NP 77 76 77 67 78 76 75 4
Sequoia NP 43 43 43 32 43 42 43 2
Yellowstone NP 89 83 91 58 91 91 91 2
Yosemite NP 49 48 47 36 49 41 49 4

According to Brockwell and Davis (1987) (Section 7.1), the estimator fI is
unbiased and the stationarity assumption combined with (5.13) implies it is also
consistent. In addition, it can be shown that for large samples, [ is approximately
Normal in the sense that

2B~ a0,1), (5.15)
\var(f1)

In our notation, A(m,V) means the Normal distribution with mean m and variance
V. The tilde denotes membership in a family of distributions. Without a consistent
estimator of var (), the relation (5.15) is of little use. If we denote such an estimator
védr(ft), then

z,=LF (5.16)
Jvar(fy)
is also asymptotically Normal. The last statistics serves for construction of the test

for decision if u equals to a particular value specified, for example, by a policy, and
it also provides an approximate confidence region for y.
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TABLE 5.4.

Eastern US CASTNet Stations. Part I. The Percentage of Pairs Used
for Analysis out of the Total Available Theoretically Given

the Duration of Monitoring

Station TSO, TNO, TNH, NSO, NHNO, WSO, WNO, Years
Abington 67 67 67 67 66 66 66 4
Alhambra 87 87 87 87 86 86 86 10
Ann Arbor 72 72 72 72 71 71 71 10
Ashland 81 77 81 81 80 69 78 10
Beaufort 72 72 72 72 72 72 72 4
Beltsville 74 74 74 74 73 73 72 10
Blackwater NWR 29 29 28 28 28 27 27 4
Bondville 80 80 79 79 79 79 79 10
Caddo Valley 80 74 79 80 79 79 79 10
Candor 83 83 83 83 83 83 83 8
Cedar Creek 83 66 83 82 82 83 83 10
Claryville 88 81 88 89 89 88 88 4
Coffeeville 72 71 71 71 71 71 70 10
Connecticut Hill 85 84 85 85 84 83 82 10
Coweeta 94 65 94 93 93 87 92 10
Cranberry 81 69 81 81 81 80 81 10
Crockett 68 66 68 68 68 67 66 6
Deer Creek 80 80 80 80 79 79 77 10
Edgar Evins 82 73 82 82 82 82 81 10
Egbert 90 90 89 89 89 89 89 4
Georgia Station 79 78 79 79 79 79 79 10
Goddard 82 82 81 81 80 80 79 10
Horton Station 82 81 81 81 81 81 81 10

To test the hypothesis t = p, against u # (,, we simply calculate Zy( and reject
the null hypothesis on the critical level o if IZ#OI > u(cor). The symbol u((x) denotes
the o quantile of the Normal distribution, a number exceeded by the absolute value of
a standard Normal random variable with probability ¢, shortly Prob(| U | > u(o)) = o

The 100 (1 — &)% confidence region for u has the form

fi—var(Qu(er) < p < Qo+ var(fu(e). (5.17)

Consistency means the tendency of an estimator to approach the true value of
the parameter it estimates with growing sample size. In the case of i, consistency
agrees with the law of large numbers (LLN). The convergence of the statistics Z
to the standard Normal distribution is known as the central limit theorem (CLT).
Both LLN and CLT are crucial in the probability theory and statistics of large
samples (Feller 1970; Loéve 1977). Nonstationary processes obeying LLN and
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TABLE 5.5

Eastern US EASTNet Stations. Part Il. The Percentage of Pairs Used

for Analysis out of the Total Available Theoretically Given the Duration
of Monitoring

Station TSO, TNO, TNH, NSO, NHNO, WSO, WNO, Years
Howland 61 50 61 61 61 59 61 6
Kane 79 69 79 79 78 78 78 10
Laurel Hill 82 69 82 82 82 82 81 10
Lye Brook 31 28 31 31 31 30 31 4
Lykens 68 68 68 68 68 68 68 10
Mackville 74 74 74 74 73 72 71 8
Oxford 95 95 95 95 95 95 95 10
Parsons 94 94 94 94 94 94 93 10
Penn. State U. 94 94 93 93 93 93 92 10
Perkinstown 95 95 95 95 95 92 94 10
Prince Edward 81 74 81 81 81 80 80 10
Salamonie Reservoir 80 80 79 79 78 78 77 10
Sand Mountain 82 82 81 81 81 81 81 10
Shenandoah NP 85 81 85 85 85 85 85 10
Speedwell 72 71 71 72 71 71 70 10
Stockton 51 51 50 50 50 50 50 4
Sumatra 87 84 87 87 87 84 85 10
Unionville 82 82 82 82 82 82 82 10
Vincennes 95 95 95 95 95 95 95 10
Voyageurs NP 94 94 92 83 92 92 92 2
Wash. Crossing 80 80 80 80 78 78 77 10
Wellston 78 77 78 78 78 77 77 10
Woodstock 76 60 76 74 75 70 74 10

CLT are often more difficult to work with, their features, such as distribution and
correlation of variables, are more complicated to verify, and estimates of variance
and perhaps other parameters are not easy to obtain. Hence, though the theoretical
setting of the following considerations could be more general, stationary processes
are the best choice for the intended application. It is known (Brockwell and Davis
1987, Section 7; or Grenander and Rosenblatt 1984, Section 3.7) that stationarity,
(5.13) and finite fourth order moments of a process assure that LLN holds for the
sample mean and variance and for the maximum likelihood estimators. The CLT
is also true.

In the case of stationary processes, var(fl) can be described in terms of the
covariance function R(h), introduced in (5.12) and the spectral density function f(A),
defined by the integral

Fy=L I " R(yexpi—idh}dh, (5.18)
2w J_n
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where i = ~ —1 . It should be noted that convergence of the integral is a consequence
of (5.13). For large samples,

var(,&):%Zﬂf(O), (5.19)

where N denotes the sample size (Brockwell and Davis 1987, Section 7.1, Remark 1).
It is useful to denote vdr(y) as the sample variance

R 1 N o
var(y) = Z(m(c,/c,) — iy (5.20)
t=1

and assume that for large samples, var(y)tends to the true variance of the process
y={y,:y,=Inc,—Inc¢/, —oo<t< oo}, (5.21)

Then for large N, vdr(y) = R (0), and

frop  fop oy | RO (5.22)
Jvar() - [var(y) 27f(0)

Consequently, for large samples, Z, is approximately the familiar r-test statistics
multiplied by the coefficient

V= / R©) . (5.23)
\ 27 £(0)
The statistics
’ :a_:u ~
7, =———VN, 5.24
H \v&r(y) Y ( )

where 71s a suitable estimator of v, can be used for inference about i and construction
of the 100 (1 — )% confidence regions the same way as Z:

L= var(u(e)(NVN) < pr < i+ var(y)u(o)/(i'N). (5.25)
Omission of v for inference about the data often leads to wrong conclusions!

5.4.2 THE AVERAGE PERCENTAGE DECLINE IN AIR POLLUTION

Using the average (1, described by (5.14), we can estimate the long-term percentage
change (5.5) and the percentage decline (5.6) as

pé =100(exp{-a}—1) (5.26)
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and

pd =100(1—exp{-{1}), (5.27)

respectively. Before analyzing the statistical features of these estimators, let us have
a look at their meaning.

The estimator pé, and therefore pc?, can also be interpreted as the average long-
term percentage change and decline, respectively. To see why, let us write p¢ down

explicitly in the form
N ’ 5.28)
1 c (
¢ =100| ex —Eln—’ -1}
pc [ p{N ~ [Ct J} J

The natural logarithm is nearly linear in the vicinity of one in the sense that
In(1 + x) = x. Hence, if the spot percentage change pc,, introduced in (5.9), is not
too large, so that pc /100 is a small quantity, then

P4 ~ln( ) In| <
100 100 c,

and consequently,

N

1 pc, 1 c
— In| + |
100 N Z [c,]

If we apply a similar argument to p¢, we get

A A 1 N CI
Pczln(Hm):zln o
100 100/ N4& |,

Comparison of the last two approximate equalities provides

1 N
pé=— Z e,
N t=1

justifying (5.28) as a quantification of the average long-term percentage change.
Similar arguments apply to pd.
The last relation motivates introduction of the estimator

N
Z (5.29)

2\~
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TABLE 5.6

Western US CASTnet Stations. Estimates of the Long-Term Percentage
Decline pd. The Asterisk Denotes a Significant Change Based

on the Statistics Z,. Model for Z, Is in Table 5.13

Station TSO, TNO, TNH, NSO, NHNO, WSO, WNO, Years
Big Bend NP -5 81%* -9 39% -3 —29% -16 4
Canyonlands -3 -3 —-11 38%* 4 1 -26%* 4
Centennial 15% 0 11%* 34% —7* 2 -1 10
Chiricahua NM -4 —23% -5 44 -17 -6 -10* 10
Death Valley NM 1 2 0 -5 4 —14* -26* 4
Glacier NP 12% 17* 15% 33%* 3 -5 -18 10
Gothic 9* -7 T* 26* -4 15% -5 10
Grand Canyon 7 0 3 33%* -10% 9 -8 10
Great Basin NP —14%* -4 —15% 7 -15 —73% —19%* 4
Joshua Tree NM 6 -3 0 37* 8 -1 -55% 4
Lassen Volcanic NP 6 12 13 30%* 24%* -18 8 4
Mesa Verde NP -5 12* -4 47* 7 1 —20%* 4
Mount Rainer NP -12 -6 -53% -15 -46* -80* -5 2
North Cascades NP -8 -14 -15 24 -86* —-69* -19 2
Pinedale 11* 2 9 30%* -10* -5 2 10
Pinnacles NM 0 -2 0 46* 31%* -12 20% 4
Rocky Mtn NP —15%  -32% —22% 46* -6 —64%* -38%* 4
Sequoia NP —33%* 9 -9 —46%* 12 5 27 2
Yellowstone NP 9 14 -3 21 4 14 -2 2
Yosemite NP -3 10 -3 36%* 20% -3 6 4

Example 3.5.1 and Example 4.5.1. in Section 5.5.1 show that (5.29) is a very poor
estimator of pc and its use is strongly discouraged.

5.4.3 LoNG-TErM CONCENTRATION DECLINES AT
CASTNET STATIONS

Statistics (5.27) was used for computation of the percentage decline observed for
the 10-year period at the CASTNet sites; see Table 5.6 through Table 5.8. Since the
magnitude of the long-term percentage change depends on the length of the obser-
vation period (see Section 5.2.2), the tables contain, besides the change computed
from data of the species, the length of the observation period. The asterisk denotes
a significant decline based on the statistics Zﬂ introduced in (5.16) and discussed
further in the following sections. Computation of Z, requires a probabilistic model
describing the data and assisting in estimation of the variance of fI. A positive number
in the table accompanied by an asterisk means a significant decline expressed in
percentages over the period measured in years. A negative number with an asterisk
is interpreted as an increase in concentrations of the species at the particular station.

Regardless of any test outcome, researchers often want to know how the observed
decline depends on the geography of the monitored region. A plot of the observed
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TABLE 5.7

Eastern US CASTNet Stations. Part I. Estimates of the Long-Term Percentage
Decline pd. The Asterisk Denotes a Significant Change Based on the
Statistics Z,. Model for Z Is in Table 5.14

Station TSO, TNO, TNH, NSO, NHNO, WSO, WNO, Years
Abington -3 5 -8 46* -10* -78*  -14 4
Alhambra 12% -3 11%* 40%* -4 26%  -26% 10
Ann Arbor 16* 15% 16* 46* 5 17*%  -28%* 10
Ashland 28%* -9 29% 46* 27* 36* 9 10
Beaufort -15 0 —24%* 52% -1 -65*  -10 4
Beltsville 18* 17* 20%* 36%* 5 14*  —61* 10
Blackwater NWR —25% 25 -24 50%* -19 —48* -16* 4
Bondville 15% -5 11* 43* -3 5% -32% 10
Caddo Valley 5 0 5 46* 2 13 —23%* 10
Candor 5 —20%* -1 39% -3 -6 —17* 8
Cedar Creek 16* -15 10%* 42% -1 32%  -16 10
Claryville -2 -9 0 57* 10%* —49* -2 4
Coffeeville 11%* 7 15% 38%* -26* 12 -16* 10
Connecticut Hill 16* -17* 10* 44% 10* 31%* -9 10
Coweeta 9% 4 2 41%* -4 14 —14%* 10
Cranberry 9% -2 4 40%* -2 -1 —13* 10
Crockett 10%* 12 3 56%* 5 15% 10%* 6
Deer Creek 13* 1 10* 43* -1 20%  -36* 10
Edgar Evins 10%* 26* 12% 44%* =7* 21% —24* 10
Egbert 4 4 6 61%* 7 -16 -1 4
Georgia Station o* -17 4 39% -1 25%  21% 10
Goddard 13%* -2 11%* 38%* 5 24%  33%* 10
Horton Station 12% 3 8* 38* -5 4 -11 10

change against the longitude and latitude is the easiest way to find out. Let us suppose
that the longitude is measured in degrees east of Greenwich, which leads to negative
longitude values of locations in the U.S., and the latitude is measured in degrees
north of the equator. The U.S. locations thus have a positive latitude. Plots of the
annual percentage decline, computed using the annual rate (5.10), revealed nothing
in particular. Some species, with percentage decline calculated from full 10 years
of observation, show growing decline in the northeast direction, however. If we
realize that the Ohio River Valley belongs traditionally to the most polluted areas,
the northeast decline in concentration would be an anticipated positive news.
Figure 5.4 to Figure 5.6 show that TSO,, TNH,, and NHNO, declines tend to grow
when plotted against the latitude and longitude, respectively.

It is tempting to infer about the significance of the growth exhibited by the
percentage declines in a particular direction using standard regression methods.
However, those are designed only for independent Normal random variables (Draper
and Smith 1981), and pc? in not Normal. The data tend also to have a heavy spatial
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TABLE 5.8

Eastern US CASTNet Stations. Part Il. Estimates of the Long-Term
Percentage Decline pd. The Asterisk Denotes a Significant Change Based
on the Statistics Z,. Model for Z, Is in Table 5.15

Station TSO, TNO, TNH, NSO, NHNO, WSO, WNO, Years
Howland 10* 12 3 55% 17%* -12 8 6
Kane 16* -1 10* 40* 7 21% —31%* 10
Laurel Hill 14%* -5 10* 43* 6%* 26* —48%* 10
Lye Brook 0 —66* -7 38%* 8 —113%* —18%* 4
Lykens 14%* -7 11%* 45% -2 21%* =27* 10
Mackville 10*  —15%* 4 46* -6 20* —15% 8
Oxford 19* -2 15% 41* 7 26% —32% 10
Parsons 15% 10 10* 44* 7 38 —28%* 10
Penn. State U. 15% -2 10* 35% 8% 13* —42% 10
Perkinstown 13%* 2 11%* 43* 1 14* 0 10
Prince Edward 16* 7 11* 41* 10* 10 =27%* 10
Salamonie Reservior 13* 15% 13* 40* —13* 15% —17* 10
Sand Mountain T* -8 7 39* 2 14%* —29% 10
Shenandoah NP 13%  -32% 6% 34 -1 26% 0 10
Speedwell 12% -4 10* 43* -1 8 —28%* 10
Stockton 3 6 9 53* 7 -19 -3 4
Sumatra 7 -9 3 43* 4 15% -9 10
Unionville 18* 10* 19* 46* -2 13* —18%* 10
Vincennes 16* -2 9* 42% 6 32% -31* 10
Voyageurs NP 9 27%* 9 14 10 7 5 2
Wash. Crossing 16* 10 16* 39% 3 14* —39% 10
Wellston 22% 12 23% 41* 7 24% -3 10
‘Woodstock 24% -2 19%* 44% 16* 35% -4 10

correlation (see Figure 5.10). The results of a common regression statistics could
thus be misleading.

Let us disregard, for the moment, the possible spatial trends and assume that the
rate of decline i is common for all locations where sampling lasted, say, the full
10 years. If the model (5.11) is true, then averaging over all 10-year rates yields an
estimate of the overall rate (. Due to problems mentioned earlier, construction of a
multivariate test for the hypothesis that data of a given species from each location
have u equal to the common average versus the hypothesis that at least one of the
variables has u different from the average is difficult.

A simple, single-variable approach consists of the calculation of the 95% con-
fidence region for the rate of change of a particular species at a particular location
and the calculation of overall averages estimating u of 4- and 10-year samples,
respectively, because most of the stations have been operating over these years. The
construction of the confidence region requires a reasonable probabilistic model for
the particular species and location reflecting autocorrelation detected in the data.
The averages substituted for fi in the percentage decline estimator (5.14) provide
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estimates of the overall declines. If the average is covered by the confidence region,
a plus sign appears in Table 5.11 and Table 5.12, telling us which stations show a
change significantly different from the overall one in Table 5.9 and Table 5.10. The
failure of the interval to cover the overall average can mean an excessive increase
or decline of concentration compared to the regional averages. Frequencies in

TABLE 5.9

The Average Percentage Decline Over Ten Years for Species Monitored
in the Air by 40 of the CASTNet Stations Listed in Table 5.11 and the
Number of Stations with Confidence Region Covering the Average.
Confidence Regions for the Percentages Are in Table 5.22

TSO, TNO, TNH, NSO, NHNO, WSO, WNO,
Percent 13 0 11 40 1 18 -19
No. of Stations 37 32 35 39 32 28 28

TABLE 5.10

The Average Percentage Decline Over Four Years for Species Monitored
in the Air by 17 of the CASTNet Stations Listed in Table 5.11 and the
Number of Stations with Confidence Region Covering the Average.
Confidence Regions for the Percentages Are in Table 5.23

TSO, TNO, TNH, NSO, NHNO, WSO, WNO,

Percent -4 0 -5 46 5 =31 -13
No. of Stations 17 15 17 13 15 9 13
WNO, WNO;,
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FIGURE 5.6 Percentage changes of cellulose filter nitrate concentrations observed over a
10-year period at the CASTNet stations.
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TABLE 5.11

CASTNet Stations with Monitoring Period Ten Years. The + Sign Means
the 95% Confidence Region for the u at the Station and Particular Species
Does Not Contain the Overall Average, — Sign Means the Average Is
Covered by the Interval. Consequently, Decline (Growth) Observed

at the Station Differs Significantly from the Overall Average

Station TSO, TNO TNH, NSO, NHNO, WSO WNO

3 2 3

Albambra - - - - _ +
Ann Arbor - + - — _ _
Ashland + - _ + +
Beltsville - +
Bondville - - - _ _ _ _
Caddo Valley - -
Cedar Creek - - - _
Centennial - - _ _
Chiricahua NM + + + _
Coffeeville - - — _
Connecticut Hill - + - _
Coweeta - — - - - _ _

+
+

+ +

|

|

[
I+
+ 1

+ + +
|
|

|
+
|

Cranberry - - - _
Deer Creek - - - - - — -
Edgar Evins - + - - _ _ _
Georgia Station - - - - - — —
Glacier NP - + - - - + _
Goddard - - - - - — _
Gothic - - - + — _ +
Grand Canyon - - - — + _ _
Horton Station - - - - - + -
Kane - - - - - - _
Laurel Hill - - - - - _ +
Lykens - - - - - — _
Oxford - - - - _ _ _
Parsons - - - - - + -
Penn. State U. - - - - - _ +
Perkinstown - - - - - - +
Pinedale - - - - - + +
Prince Edward - - — _
Salamonie Reservoir - + - -
Sand Mountain - - - - — — _
Shenandoah NP - + - - - - +
Speedwell - - - - - — _
Sumatra - - - - - — _
Unionville - - - - — _

Vincennes - - - - _ +
Wash. Crossing - - - - - _
Wellston - - + - — _
‘Woodstock + - + - + +

+ o+ +
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TABLE 5.12

CASTNet Stations with Monitoring Period Four Years. The + Sign
Means the 95% Confidence Region for the u at the Station and
Particular Species Does Not Contain the Overall Average, — Sign
Means the Average is Covered by the Interval. Consequently, Decline
(Growth) Observed at the Station Differs Significantly

from the Overall Average

Station TSO, TNO, TNH, NSO, NHNO, WSO, WNO,

4 3

Abington - - - - + + _
Beaufort - - - - - — _
Big Bend NP - - - - - _ _
Blackwater NWR - - - - — _ _
Canyonlands NP - - - - - + _
Claryville - - - +
Death Valley NM - - - + _ _ _
Egbert - - — +

Great Basin NP - - — +

Joshua Tree NM - - - - — _
Lessen Volcanic NP - — - — _ _
Lye Brook — + — _ _
Mesa Verde NP - - - - _
Pinnacles NM - - - - + —
Rocky Mtn NP - + - - _ +
Stockton - - - - — _
Yosemite NP - - - - — _ _

|
+
I+ + 1

+ o+

Table 5.9 and Table 5.10 indicate that the overall averages are representative for
most stations. A more complex and rigorous procedure follows in Section 5.8.

Compared to what we are used to seeing in the literature (Holland et al. 1999),
except the impressive NSO, value, the overall percentage declines for each species
are somewhat more moderate. In fact, the 4-year monitoring period does not exclude
the possibility of growing TSO,, TNH,, and WSO, concentrations. We discuss this
phenomenon more in detail at the end of Section 5.8.6.

Remarkably, the exceptionally high or low values of NSO, do not seem to be
accompanied by excessive changes in other monitored species. In fact, all occur-
rences of the plus sign seem rather random and unrelated to each other. Also, nothing
suggests an accumulation of plus signs at a particular geographic region.

5.4.4 StaTisTICAL FEATURES OF THE INDICATORS pC AND pd

Since fi is asymptotically Normal, exp{— (1} is asymptotically a Lognormal random
variable. Any Lognormal random variable is described by (5.3), where {'is assumed
to be Normal. Under the additional normality assumption, the expectatation of (5.3) is

E(ij = exp{u+v2/2}, (5.30)
C
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where v denotes the standard deviation of { and the variance of ¢/c” is

var(%)=exp{2#+V2}(eXP{V2}_1)- (5.31)
c

See Finney (1941) or Kendall and Stuart (1977), Volume 1, for details. Lognormal
random variables are frequently used for chemistry data analysis (Atchison and
Brown 1957).

In consequence of (5.30) and (5.31), the expectation and variance of pc;f, for
example, are

Epd =100(1 — exp{—p + var({1)/2}) (5.32)

and

var(pd) = 10000 exp{—2u +var(f) }(exp{var(it)}-1), (5.33)

respectively. Expression (5.32) shows that pc? is a biased estimator because it under-
estimates the true pd. The true variance of [ is not available due to the lack of the
true parameters and must be replaced in applications by the estimated variance
var(f1). Since var(fl) tends to zero with growing sample size, the estimator is
asymptotically unbiased.

Due to the monotony of the natural logarithm, the approximate 100(1 — )%
confidence region for pd is

100(1 — exp{—£1 + var(fu(e)}) < pd

‘ (5.34)
<100(1 —exp{—f1 — var(fu(c)}).
Using the statistics Z; we get
100(1 — exp{—f1 + var(y)u(o)(» N)}) < pd
(5.35)

<100(1 - exp{—£1 — \ var(y)u(@)/(v~ N)}).

In a similar way we can obtain characteristics of pé and the confidence region
covering pc.

A correction to the bias of the pd estimator can be easily derived from results
in Finney (1941). However, calculation of the corrected estimator involves parame-
ters which also must be estimated and that imports a new kind of bias in the corrected
estimator. Hence, here we prefer to live with the bias and have a common straight-
forward quantity easy to calculate and well suited for comparison purposes.

If the length of each compared period is P years, since [I is an unbiased estimate
of u, the quantity

(5.36)

ho¥)
Il
v =
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is an unbiased estimator of the annual rate of decline p introduced in (5.10). The
estimator is useful, e.g., for testing of agreement between declines estimated from
two different data sets collected at the same location; see the end of Section 5.9.5.
Let us recall that the 100(1 — &% confidence region for p is

p—u(a)var(f)/P < p < p+u(a)var(1)/P. (5.37)

5.5 DECLINE ASSESSMENT FOR INDEPENDENT
SPOT CHANGES

The long-term percentage decline, as introduced in formula (5.6), is a natural indicator
of change using daily or weekly observations divided in two equally long seasons.
Weekly observations, for example, gathered over two subsequent years, produce a set
of 52 spot changes. Such small samples rarely exhibit autocorrelation and can be
analyzed using the familiar #-test. Results of such an assessment can be interpreted in
a straightforward manner and, in conjunction with the case study of 10 years of CASTNet
data, provide an important insight in the nature of dry chemistry measurements.

Models formed by series of mutually independent, identically distributed (iid)
Normal random variables describe numerous CASTNet air quality data. Table 5.13
to Table 5.15 list description of models considered in some sense optimal for the
analysis. A chemical monitored by a station with the symbol —.0.. or +.0.. in the
proper column is best described by iid Normal variables. Since the model occurs
rather frequently, this section recalls the elements of statistical inference in the
context of change assessment assuming the observed concentrations follow model
(5.11) and { are iid and Normal. Independence of { in (5.11) is equivalent to
independence of the spot percentage changes introduced by (5.4).

5.5.1 ESTIMATION AND INFERENCE FOR INDEPENDENT
Spot CHANGES

Let us consider data from two subsequent periods measured in years, admitting
representation (5.7) and (5.8), respectively. We are interested in estimation and
inference about the parameter 4 in (5.11) under the assumption that {, = o€, where
the variables €, t = 1,..., N, are iid and Normal with zero mean and variance one.
Its justification in the context of observed data is outlined in Section 5.5.2 on model
validation. If a linear change in the concentrations prevails, the parameter p is
significantly different from zero. To get an idea about the actual value of u, we must
estimate it. The familiar estimator of u for a sample of Normal mutually independent
data is the sample average. Due to the Normal distribution of the logarithms, the
average [l is also a Normal random variable with mean i and variance ¢*/N. This
is not as large a sample result as the one presented in Section 5.4.1! The Normal
distribution assumption about the data thus admits a bit more accurate conclusions
recalled next.

The null hypothesis that the parameter u equals the value required by the policy,
versus the alternative that u is different from the policy value, can be tested using
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TABLE 5.13

The Model for Western US CASTNet Stations Is In(c/c) = o+ ft + ¢,
Where { Is an AR(p) Process. Each Column Contains: Sign of §,* if §
Is Significant, the Order p, k if Null Hypothesis Rejected by KS Test
and c if Rejected by y* Test. A Dot Means a Non-Significant Result

Station TSO, TNO, TNH, NSO, NHNO, WSO, WNO,
Big Bend NP -.0.. -.0.. -.0.. —.10.. -7.. —-.0.. —-.0..
Canyonlands NP —.1. +*0.. —.1. +.1k. -.1. +.0.. +.1.
Centennial —.1kc -0.. —*1.. +#5., -0.. —#6.. -3.
Chiricahua NM —1.. —*6.. —*1.. +#7.. —4K. -3. +#2..
Death Valley NM -.0.. +.0.. -.0.. -0.. +.0.. -2. +.1..
Glacier NP +.2.. +.0.. +.2.. +#4.. —*3.. —*7.. +.4..
Gothic +.1kc —-1. —*1K. +*4.. -.3k. —*1.. -2.
Grand Canyon +.1.. —*5.. —.1. +*1.. —-.0.. —-.0.. +.3..
Great Basin NP +.0.. +*1.. +.0.. —-.0.. +.1.. —.1.. —.1..
Joshua Tree NM +.3.. +*0.. -3.. —-.0.. +.1.. +.3.. +*1..
Lassen Volcanic NP —.0.. —4.. -.0.. —*0.. -.0.. -.0.. ..0..
Mesa Verde NP +.0.. +*1.. —-.0.. +.0.. +.0.. +.0.. —4..
Mount Rainier NP +.0.. +.0.. +.4.. —*0.. —-.0.. +.0.. —*0k.
North Cascades NP +.0.. —.0k. -.0.. —*0k. -4.. -.0.. —*1..
Pinedale +*1.. —.1k. +.1.. +#4,, 1. —*0.. —#4,,
Pinnacles NM —*(0.. +.0.. —*(0.. —*0.. —*Q.. -.0.. —.1k.
Rocky Mtn NP +.0.. +.0.. +.0.c +.1k. -0.. -2. —-1.
Sequoia NP —*2.. —*.. -.0.. —*0.. -.0.. —-1. —-1.
Yellowstone NP —-.0.. —-.0.. —-.0.. —*1.. —-.0.. +.0.. —-.0..
Yosemite NP —*4,, -.0.. —*2.. —*1.. -.2k. —.0k. -.1..

the likelihood ratio (Kendall and Stuart 1977, Volume II, Section 24.1), resulting in
the statistics

r=H"H N, (5.38)

with Student’s T,_-distribution of N — 1 degrees of freedom. Let us recall that
6% = var(y) is the sample variance defined by (5.20) and N is the number of pairs
available for testing. The test rejects the null hypothesis in favor of the alternative
if 11l > T,_,(a), where « is the prescribed significance level and ¢, | (@), is the
quantile for which Prob(IT,_|| > t,_ () = a. The 100(1 — )% confidence region
for u is (Kendall and Stuart 1977, Volume 2, Section 20.31)

Q—6t, ()N <u<i+6r, (a)\N. (5.39)

Mutually independent, identically distributed Normal random variables form a
stationary process with R(0) = ¢® and R(h) = 0 for any other & # 0. Results from
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TABLE 5.14

The Model for Eastern US CASTNet Stations Is In(c/c) = a + Bt + {,
Where { Is an AR(p) Process. Each Column Contains: Sign of 5,* If B Is
Significant, the Order p, k if Null Hypothesis Rejected by KS Test and ¢
if Rejected by y*Test. A Dot Means a Non-Significant Result

Station TSO, TNO, TNH, NSO, NHNO, WSO, WNO,
Abington +.2.. —*0.. -2.. +.2k. +.6.. 1. +*1..
Alhambra —.0k. —*0.. —*0k. +%9.. -.0.. —*0.. +*6k.
Ann Arbor —1.. -2.. —*1.. +*3.. —.0k. —*().. +*3.c
Ashland -.0.. —*2., —*0.. +#3., —*0.. —*3,, -2..
Beaufort -5.. +.0.. -.8.. +.2.. —1. —1. -.0..
Beltsville —*0.. —.0k. —*0.. +¥2K. —.0ke —*2.. +*3.c
Blackwater NWR  +.0.. —*0.. +.0.. —-.0.. +*1.. +.0.. +.0..
Bondville -.0.. -.0.. —*0.. +*3.. +.1.. —*0.. +*4..
Caddo Valley —*1.. —*().. —*1.. +*4.. —1.. —*1.. +*3..
Candor —*2.. +.0.. —*11.. +*4,, +.0.. -3.. +.3..
Cedar Creek —1.. —1.. -2.. +*3.. —1.. +.2.. +*3..
Claryville -9.. —*2.. —.6.. +.2.. +.6.. +.3.. -0..
Coffeeville —1.. +*1.. +.2.. +*6.. -2.. -.0.. +*3..
Connecticut Hill —1.. —1.. —*10.. +*4.. +.0.. —-4.. +*3k.
Coweeta —*1.. —*1.. —*1.. +*4.c —*3.. —*2.. +.4..
Cranberry —*0.. -.0.. —*1.. +*4.. —*1.c —*3.c +.3..
Crockett -.0.. +*0.. +.1.. +¥2., +.1.. —*0.. -.0..
Deer Creek —-.0.. —*2.. —*0.. +*3.. +.1.. +.9kc +*3..
Edgar Evins -2. 1. —*3.. +*3.. 1. 1. +*3..
Egbert +.2.. +.0.. -.0.. +.1.. +.0.. +.0.. —1..
Georgia Station —*0.. —.6.. —*3.. +#3.. —*1.. —*1.. +*1..
Goddard -.0.. -2.. —*0.. +#3., +.0.. —1.. +%8..
Horton Station -.0.. —*3.. —*0.. +*5.. —*0.. —1.. +.8..

Section 5.4.4 can thus be applied. The spectral density of the process { has for iid
random variables form f(1) = 6*/(2x) for all A € (-m, ). Consequently, § =v =
1 in (5.24) and Z; =t in (5.38). For large N, the T,_, distribution converges to the
Normal, hence, for large samples the tests based on ¢ and Z; agree.

The long-term percentage change (5.5) and percentage decline (5.6) can be
estimated using (5.26) and (5.27), respectively. The expectation of pd is

Epd =100(1 — exp{— + G*/2N}) (5.40)
and the variance is
var(pd) =10000exp{-24 + 6>/N}(exp{c*/N}—1). (5.41)

These results are now accurate, not asymptotic.
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TABLE 5.15

The Model for Eastern US CASTNet Stations Is In(c/c) = a + pt + ¢,
Where { Is an AR(p) Process. Each Column Contains: Sign of 3,* if S Is
Significant, the Order p, k if Null Hypothesis Rejected by KS Test and ¢
if Rejected by y* Test. A Dot Means a Non-Significant Result

Station TSO, TNO, TNH, NSO, NHNO, WSO, WNO,
Howland -5.. +.0.. -l.c +#3.. —-.0.. —*3.. —*1..
Kane -.0.. —*1.. —*(.. +*3.. +.0.. —1.. +*4..
Laurel Hill -.0.. -2. —.1k. +#4.. —1.. +.3.. +*4,,
Lye Brook +.0.. —*0.. —-0.. +*0.. +.0.. +.0.. +*0..
Lykens -.0.. —*1.. —*0.. +#3.. +.0.. +.0.. +*4,,
Mackville —1.. +.0.. -.0.. +*3k. +.1k. —1.. +*2..
Oxford -.0.. -5.. -.0.. +#6.. —1.. +.7.. +*10..
Parsons -.0.. —*3., -.0.. +*4kc —.1k. -3.. +*5..
Penn. State U. —1.. -5. -0.. +#3.. +.2.. -3.. +*4,,
Perkinstown —-.0.. -.0.. —*0.. +*3.. -.0.. —*0.. -3..
Prince Edward —-.0.. —.6.. —*0.. +*4.. -2.. -.5.. +*5..
Salamonie Reservoir ~ —*0.. —*3.. —*0.c +*4.. —1.. —*8.. +*2..
Sand Mountain —*1.. -2.. —*2.. +*3.. —.0.c —-.10.. +*3..
Shenandoah NP -.0.. —*2.. —*(.. +*5.. —*(.. —*2.. +*7Kk.
Speedwell —1.. 1. -2. +#4.. -.0.. —*4K, +%6.c
Stockton —*3.. +.3k. -3. +.2.. —*0.. -.0.. -2..
Sumatra -2.. -0.. —*2.. +#4k. -5.. —*1.. +*1..
Unionville -.0.. —*0.. —*0.. +#5.. -.0.. —*0.. +.2..
Vincennes -.0.. —*1.. -.0.. +*4., —1.. =7.. +*6..
Voyageurs NP -.0.. +.0.. +.0.. —*2.. -.0.. +.0.. -.0..
Wash. Crossing —*2.. —#1.. —*0.. +#4k. —1.. —*1k. +#2.,
Wellston -.0.. —*0.. —*0k. +#4.. -.0.. —*0.. +4..
‘Woodstock +.0.. —1.. -7.. +*3.. -.0.. —*1.. +.2..

Expression (5.40) shows that pcAl is a biased estimator underestimating the true
pd. Due to the monotony of the natural logarithm, the 100(1 — )% confidence
region for pd is

100(1 —exp{—f + 6t,_, (a)V/N}) < pd
(5.42)
<100(1 —exp{~fi—6t,_ (a)\/N}).

Characteristics of p¢ and the confidence region for pc can be obtained similarly.

Example 1.5.1: To see the influence of the bias on the percentage decline
estimate, let us consider a set of N = 52 iid Normal spot changes obtained from
2 years of weekly data. If 4 =0 and o= 0.600, then Epd = —0.347%, whereas the
true value is zero percent. The standard deviation of pd is \ var(pd) = 8.364 %. That
compares reasonably to the measurement error reported for the CASTNet monitored
species by Sickles and Shadwick (2002b).
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Example 2.5.1: Suppose a year of weekly data yields iid Normal spot changes
with fI =0.000 and 6 =.600. Then 7,,(0.05) = 2.008 and the 95% confidence region
for pd = 0, i.e., no decline, is (—18.184, 15.386). Hence, the observed percentage
decline can be somewhere in the interval (—19, 16) percent and still has to be
considered as a rather random event with high occurrence frequency 95%.

Example 3.5.1: Here we compare the bias and variance of the estimator pé and
the estimator p¢ , introduced in (5.29).

The expectation of p¢ is, according to (5.30),

Epé =100(exp{—p+0°/2} - 1), (5:43)

which means the estimator is biased and the bias does not vanish with growing
sample size.
For independent spot changes, the variance of p¢ is, according to (5.31),

var(pé) = IOOOO%eXp{—Zu +0°}(exp{o?’}-1). (5.44)

Therefore, the estimator is consistent and approaches the value Ep¢ with growing
sample size. The speed of convergence is similar to that of pé. That is because for
large N, N(exp{0?/N}—-1) = 07, as we know from elementary calculus, and in con-
sequence of (5.41),

2

var(pc) = var(ptf) = IOOOO%exp{—Z/J +0?/N}. (5.45)

Example 4.5.1: The bias of p¢ is certainly not negligible. For example, if u =
0 and o = 0.6, then substitution in (5.43) yields Epé = 19.72%! The estimator p¢
in (5.29) is thus not particularly useful. The presence of o in Ep¢, unchanged even
for large samples, is very unpleasant because o reflects all artefacts arising during
the sampling process, in particular the measurement error.

5.5.2 MODEL VALIDATION

To verify the independence and Normal distribution of the data one can use the
familiar procedures recalled next. The aim of the tests and diagnostic plots is to
assure that the data exhibit no obvious conflict with the normality and independence
hypothesis. For simplicity the data are considered standardized, which means the
trends were removed and they are scaled to have variance equal to one.

If the data e ,..., e, are iid and Normal, then the plot of e, against the lag ¢ should
exhibit a band of randomly scattered points with no apparent clusters and outliers.
The edges of the band should be parallel and not wave or form other patterns (see
Figure 5.3b).
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FIGURE 5.7 Diagnostic plots from Woodstock teflon filter SO, (mg/1) observations In(c,) —
In(¢’) in Figure 5.3. The quantile plot supports the Normal distribution assumption. The ACF
plot indicates second order autocorrelation.

A further step towards the Normality verification is the quantile plot. The plot
arises by drawing the observed e, against the quantiles @' ((i)(e,)). In our notation,
®(x) is the standard Normal distribution, @'(x) is its inverse, and ®(x) is the
empirical distribution function of the data. If the data come from ®(x), then we see
an almost straight line because D(x) = D(x) (see Figure 5.7a). Construction of o)
is described in Kendall and Stuart (1977, Volume II, Section 30.46).

After the plot inspection, the testing proceeds using the Kolmogorov—Smirnov
(KS) and y* Normality tests described in Kendall and Stuart (1977) (Volume II, Section
30.49). The two tests are derived under the assumption that the data are iid Normal.
The null hypothesis is that the distribution function of the data equals ®. The
alternative hypothesis is not that the distribution is not Normal. The examined data
could be well generated by two different Normal distributions with different
variances, for example, because the sampling procedure changed at some point in
time. The inference utilizing KS statistics is based on the fiducial argument (Kendall
and Stuart 1977, Chapter 21). The distribution of the KS statistics {x: I®(x) — & (x)I,
—oo < X < oo}, is derived under the null hypothesis, and if the observed value of the
maximum is unlikely under this distribution, the hypothesis is simply rejected.

The use of the goodness-of-fit tests is recommended along with the quantile
plots to get a more accurate idea about the reason for rejection. The KS test is
sensitive to discrepancies in the center of the empirical distribution and towards
outliers, and the )(2 test is sensitive to violations at the tails of the distribution. The
quantile plot seems less affected by presence of autocorrelation than the KS and y*
test results.
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The independence of the data can be studied using the autocorrelation function
plot, ACF plot for short. If e,..., e, are iid, then

N

X 1
R = Z ce., (5.46)

t=h+1

should form a series of mutually independent random variables for # > 1. Hence,
dividing each IA?(h) by IA?(O) and plotting the scaled values against h, we should see
a randomly scattered series such as the one in Figure 5.7b. Since fi(h) is an estimator
of R(h), large values, especially at the beginning of the plot, signal the presence of
autocorrelation.

5.5.3 PoLicY-RELATED ASSESSMENT PROBLEMS

The relation between the annual decline statistics pef and the #-test (5.38) in Section
5.5.1 allows us to answer the basic quantitative questions relating to policies and
their enforcement. Suppose we have two subsequent years of weekly concentrations.

Problem 1.5.3: What accuracy must the concentration measurements have should
the 7-test detect a 6% decline as significant on a 5% significance level?

Problem 2.5.3: What is the lowest percentage decline pd detectable as significant
given a measurement accuracy?

The answers follow upon investigation of the critical level k that must be exceeded
by pd to be recognized as significant. The 1nequahty pd >k is true if and only if
{ > In(1 — k&/100)™". The quantity In(1 — k/100)™" should thus agree with the critical
value of the one-sided #-test for the significance of fi. Consequently, k is chosen to satisfy

kY' 6
ln(l——j Wi ty_, (@), (5.47)

where 6 is given in (5.20) and 7, () is the quantile of Student’s T, | distribution
with significance level a. For example, if N =52 weeks and o= 0.05, then ¢, (0.05) =
1.675.

Solution to Problem 1.5.3: If k = 6% is on the edge between significant and
nonsignificant, then 6 =In(1 —0.06)" /52/1.675 = 0.266 is the largest admissible &.
Hence, pd = 6% will be assessed as a significant change on the 5% significance level
if and only if the sample deviation (5.20) will not exceed 0.266. If ¢, and ¢/ are
Lognormal and follow (5.7) and (5.8) with variance parameter »* = var(n) = var(1y’,),
then the deviation of the observed In(c/c’) is 6 = /2 v, which means deviation v of
the logarithms should not exceed 0.266//2 = 0.188. The expected relative measure-
ment error, expressed in percentages, must be thus kept under 15.18% if a 6% change
over 2 years of monitoring should be detectable. For example, CASTNet filter pack
data have & somewhere between 0.4 and 0.8. Notice that due to the long time gap
between observing c, and ¢ we consider 7 and 1" mutually independent.
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Note: If the observed concentrations follow model (5.1), and 7 is interpreted as
randomness due to the measurement error, then the expected, or average, relative
measurement error expressed in percentages is

e= 100E‘e"p{’" +11) = explm)) _ 100E lexp{n} — 1I. (5.48)
‘ exp{m} ‘

If 1 has zero mean, Normal distribution, and deviation v, then the expectation
has the form

o0 0
Elexp{n}—11= j (explx) = D9C0dr— | (explx)=1gCods

=ﬂexp{x}—exp{—x}>¢<x)dx, (5.49)
0

where @(x) is the density function of the Normal distribution. Evaluation of the
integral yields

e =100exp{v?/2}(®(v) — D(-V)), (5.50)
where
(D(x)zij‘x exp —u—z du (5.51)
NPT - 2

is the standard Normal distribution function.

Solution to Problem 2.5.3: The right site of (5.50) is a monotone-growing
function of v. If e is known from the design of the network, then v can be determined
unique}y from (5.50). If the assumptions of the model are correct, we get & =~ 2,
and pd must exceed

k= 100(1 - exp{—(jvtN_l(a)}) (5.52)
N

to be a significant decline on the prescribed o level.

Using the annual rate of decline (5.10), we can answer another question fre-
quently asked by practitioners.

Problem 3.5.3: Suppose the concentrations are declining slowly, say only 2%
annually, and we estimated 6 = 0.6. How many years of weekly observations are
needed to detect a statistically significant decline on a 5% significance level?

Solution to Problem 3.5.3: If the annual decline is 2%, then the rate of decline
is p=—In(1 — .02) = 0.02. As the solution to Question 2 suggests, we need

A

o
PP =p> W[PW—I (@),
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where W is the number of observations collected during each year. Setting ¢,,, |
(0.05) = 1.675, we get

prs Ll O ¢35 =
P AW NA' 4

Consequently, we need

&\
P> (83.75 /j .
W

\/

If the standard deviation of {'in (5.11) is & = 0.6 each year, then the right-hand
side of the last expression is about 3.648, which has to be rounded in 4 years of
paired observations, i.e., 8 years of monitoring.

Problem 4.5.3: Suppose the target of our policies is a 6% reduction over the
next 10 years and the deviation of Ct in (5.11) is 0= 0.6. What is the shortest number
of years we have to monitor to notice a significant decline in concentrations on a
5% significance level?

Solution to Problem 4.5.3: The 6% target over 10 years means that we consider
an annual rate of decline p = .1 In(1 — 0.06)7". Since the rate of decline is rather
small and requires a long observation period, we can take ,, (.05) = 1.60 for
critical value. To answer the question, we first notice that the function

Py N

o
P)=Pp————t,, (.05 = Pp—1.60 ———
FPY=Pp = o (03) = PP JPW

is monotonously growing as P increases and a simple plot shows that it is crossing
zero between P = 7 and P = 8 years. Consequently, 2P = 16 years is needed to

observe a significant change in the data! We can thus ask if a 6% target is not a bit
too moderate when we cannot expect the change to be verifiable after the 10 years.

5.6 CHANGE ASSESSMENT IN THE PRESENCE OF
AUTOCORRELATION

Field samples of atmospheric chemistry concentrations from longer periods are
usually autocorrelated, and so are the corresponding data generated by (5.11). The
most common models for description of stationary processes are autoregressive
moving average processes. The objective of this section is to recall some features
of the so-called ARMA(p,q) processes and to show how they apply to the assessment
of the long-term change.

5.6.1 THe ARMA(p,q) MODELs

A wide class of stationary processes admits description

& —p& = =pL, =0mn, (5.53)
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where

n,=¢€+6¢_+--+0¢ (5.54)

q1=q’°

Pise-es Py ..., Gq, and ¢ > 0 are real-valued parameters, and £ = {g, — o0 < t < o0}
are mutually independent, identically distributed random variables with zero mean
and variance one. Stationary processes with 77, = £, and remaining parameters zero,
are known as autoregressive processes of the p-th order, briefly AR(p), and the
process 1), is generally called the moving average process of order g, or simply
MA(q). The abbreviation ARMA(p,q) stands for the general stationary autoregressive
moving average process {, of orders p,q described by (5.53) and (5.54). It can be
shown (Brockwell and Davis 1987, Section 7.1, Remark 3), that ARMA(p,q) pro-
cesses satisfy the condition (5.13) and thus obey the law of large numbers and the
central limit theorem.

This section assumes that our observations are generated by the model (5.11)
where { obeys an ARMA(p,q) process. The advantage of ARMA(p,q) processes is
that they cover a sufficiently broad range of data, they can be identified using
autocorrelation plots and methods described in Section 5.5.2, their parameters can
be reasonably estimated and tested using the likelihood function, and finally, their
spectral density function is a simple ratio

) o’ N+6e +-.+6 P (5.:55)
= 272: ll_ple—[l_“__ppeip/llz . .
We always assume that ®(x)=1-px—---—p x” is not zero for each complex
x from the unit circle {x:|x1<1} and the polynomials in the ratio (5.55) have no
common zeros. Replacing the parameters p,.,..., p,, 6,,..., 6,, and o by their maxi-

mum likelihood estimators, we have, according to (5.19),

62 (1+é1+~~-+§q)2

ST 5.56
N (=p,——p, ) (5.56)

aooa 2T 4
var(it) = — f(0) =
() N f(0)
Example 1.6.1: The simplest example of an autoregressive process is the AR(1),
described by the relation
§,=pg_ +oe, (5.57)

where |pl<land €= {g, — < t < oo} are mutually independent random variables
with zero mean and variance one. In this case,

o’ o’
R(0)= d 0O)=—-—"——. 5.58
0= and fO=5 T (5.58)
Consequently, according to (5.16) and (5.26), for a large sample of size N,
.1 o a-u .
var(,u) = Nm and Zﬂ = G A N(l - p) (559)
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Due to the relations (5.23) and (5.24),

v=\/1_p and 7, =<K (5.60)

Rop (y1op,
wvar(y) ' 1+p

where p and & are either maximum likelihood or least squares estimators of p and
o, respectively.

Example 2.6.1: Suppose the data obey an AR(1) model with p = 0.500 and we
fail to consider the autocorrelation when drawing inference about the long-term
percentage change, which essentially means about y, and use the ordinary r-test
statistics (5.38) instead. Then v = 0.577 and the statistics (5.60) tells us that we
would have to reduce our ¢ by nearly one half (!) to get a correct conclusion. Similarly,
if p =-0.500, then v = 1.732, which means the ¢ is nearly a half of what should be
used as the correct statistics for inference. Though p = £0.500 is a rather strong
autocorrelation, the result is certainly alarming.

Example 3.6.1: To see how the bias and variability of the percentage decline
estimator pd increase in the presence of autocorrelation, let the data follow an AR(1)
process with ¢ =0, o= 0.600, and p = 0.300, and let each of the compared periods
consist of a year of weekly data (see Example 1.5.1). Substitution of £(0) from (5.58)
in (5.32) and (5.33), respectively, yields

Epd =~ (1—exp{—p+c2/(1- p)*/2N}) (5.61)
and
var(pd) = exp{-24+ /(1 - p)*IN}(exp{c> / (1— p)*/IN}—1). (5.62)

Using N = 52 we get Epa9 = —0.709%, which compares to the true value 0%.
The standard deviatio.n of our percentage change is \fvar( p(}) =12.013%- That is
more than 8.364 obtained when p = 0.

Example 4.6.1: Suppose [ = 0.000, & = 0.600, and p = 0.300 are obtained
from a set of N = 52 differences (5.11) calculated from two subsequent years of
monitoring. Under the AR(1) model, what are the 95% confidence regions for pd?
Due to (5.35) and (5.60), the 100(1 — o)% region for pd is (—24.888, 19.928).
Consequently, given the data, an annual decline within the limits about —25 to 20%
is a fairly frequent event happening 95% of the time even if no change really occurred.

5.6.2 SeLecTION OF THE ARMA(p,q) MODEL

The selection of the best fitting ARMA(p,q) model is based on the so-called reduced
log-likelihood function and its adjustment, the Akaike’s information criterion (AIC).
The basics relating to our particular applications follow next.



150 Environmental Monitoring

The first step of the model selection consists of trend removal. The sample mean,
or values of a more complicated curve with parameters estimated by the least squares
method, for example, are subtracted from the observations of the process (5.21).
The quantile and autocorrelation plots offer an idea about Normal distribution and
autocorrelation of the centered data. If the quantile plot does not contradict the
Normal distribution assumption, the Normal likelihood function of the ARMA(p,q)
model can be used for estimation. An example of the likelihood function for the
AR(p) process and related AIC is in Section 5.12.1. Generally, the likelihood function
is calculated using the innovation algorithm (Brockwell and Davis 1987, Chapter 8).
The pair p,q, for which the likelihood function is the largest, determines the proper
model. Since the Normal likelihood function is not quite convenient for calculations,
its minus logarithm is preferred instead. The reduced log-likelihood arises by omis-
sion of the parameter-free scaling constant from the minus log-likelihood and sub-
stitution of the variance estimator for the true parameter. It is used as the measure
of fit and the smaller its value computed from the data, the better p,g. The reduced
likelihood serves also for calculation of the AIC. Goodness-of-fit tests determine if
the residuals of the final model do not contradict the Normality assumption.

Analysis of the autocorrelation plots, the fact that an MA(g) model can be well
replaced by a higher order AR(p) model (Brockwell and Davis 1987, Corollary 4.4.2),
and the intention to use multivariate AR(p) models lead us to choose for modeling
of the CASTNet air quality data AR(p) models and select p using AIC. Results of
the analysis are in Table 5.13, Table 5.14, and Table 5.15, respectively. Each column
of the table may contain a sequence of symbols describing the slope coefficient of the
linear model used for trend removal (+ or —), significance of the slope coefficient based
on the common #-test criteria ignoring the autocorrelation, the resulting value of p, the
letter k if the Kolmogorov—Smirnov test rejected the Normality hypothesis for residu-
als, and the letter c if the j* test rejected it. A simple dot means a nonsignificant result.

The sometimes high values of p can be explained by the presence of trends or
changes in variability not accounted for by the fitted simple linear model. A specific
example provides the NSO, measurements exhibiting a change in trend and variability
since the beginning of 1997. This observation is consistent with that made in Sickles
and Shadwick (2002a). The ability of the AR(p) model to adjust for this kind of
inhomogeneity and still provide Normal independent residuals shows a certain degree
of robustness of the procedure. Trends left in the differences (5.11) are not unusual.
What is their consequence for the change assessment is discussed in Section 5.7.

5.6.3 DECLINE ASSESSMENT PROBLEMS INVOLVING
AUTOCORRELATION

Next we investigate how autocorrelation of differences in (5.11) affects the solution
of problems discussed in Section 5.3. We formulate the problems again to adjust for
the more complicated reality.

Problem 1.6.3: Suppose we have two subsequent years of weekly concentrations
following model (5.11) with a stationary process {. What accuracy must the con-
centration measurements have to admit detection of a 6% decline if v = 0.54, the
significance level o= 5%, and Z, introduced in (5.24), is used for the assessment?
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Problem 2.6.3: If the noise in (5.11) is stationary, what is the lowest percentage
decline pd detectable by the statistics Z, as significant given a measurement accuracy?

As earlier, we denote k the critical value tpat must be exceeded by pd should
we recognize it as significant. The inequality pd > k holds if and only if f > In(1 —
k/100)~", and for =0, Z}, > u() in the case [ > [u(0)/ V] \ var(y)/N . Therefore,
k must satisfy the equation

-1 ———
h{l—i) _ @) jvarQy) (5.63)
100 5N

where vdr(y) is the sample variance (5.20) and u(¢) is the o quantile of the standard
Normal distribution U satisfying Prob(U > u()) = o. For oc=0.05 we get u( ) = 1.643.

Solution to Problem 1.6.3: If the critical value k = 6% then \/V&r(y) =In(1 -
0.06)™' 0.54 /52 /1.643 = 0.147 (see Section 5.3). Let In ¢, and In ¢/ be Normal
random variables described by (5.7) and (5.8), respectively. If v = var(n,) = var(n)
then deviation of the differences (5.11)is  var(y) = /2 v. Hence, v should not exceed
0.147/~2 =0.104. The relative measurement error (5.50) expressed in percentages
must be thus under 8.33%, nearly a half of that in the case of independent data.

The solution to Problem 1.6.3 is intuitively plausible because it says that, to
achieve detection of a change described by one and the same rate parameter [, the
accuracy of measurements must increase with autocorrelation of the observations.

Solution to Problem 2.6.3: The relative error (5.50) that should be available from
the design of the network tells us how much \/ var(y) might be. The value ¥ can be
estimated from historical data. Quantities \/ var(y) and v determine according to
(5.63) the critical value

k= 100[1 - exp{—”(fx) \/V“;v(y)}] (5.64)
o\

The percentage decline is significant on the prescribed o level if pc? > k, because
the quantity k is the lower bound for declines we are still able to recognize.

Problem 3.6.3: Suppose the concentrations are declining slowly, say only 2%
annually, and our observations support model (5.11). As earlier, we consider a
stationary noise {, v =.54, and sample deviation \/v&r(y) = 0.6. How many years
of weekly observations are needed to detect a statistically significant decline on a
5% significance level using the statistics ZL?

Solution to Problem 3.6.3: The annual decline of 2% determines the rate of
decline p = —In(1 — .02) = 0.02. Due to (5.63) we need

Pp=u> ”(g‘) ‘V‘;";/y), (5.65)

where W =52 and u(o) = 1.643. Utilizing the remaining data, entering the problem
we get the condition

pae 5, W) /M ~12.66, (5.66)
o\ W
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which happens for P > (12.66)** = 5.43. This makes about 5 to 6 years of paired
data or 10 to 12 years of observation. As we can notice, the length of observation
increased compared to the independent data case in Problem 3.5.3.

Problem 4.6.3: Suppose the target of our policies is a 6% reduction over the
next 10 years. We expect the data collected during the monitoring process to support
model (5.11) with stationary noise, have v = 0.54 and deviation \fv&r(y) = 0.6.
What is the shortest number of years we have to monitor to notice a significant
decline in concentrations on a 5% significance level using the statistics Z;?

Solution to Problem 4.6.3: The annual rate p of decline determining a 6% decline
over 10 years is p = .1 In(1 — 0.06)"" = 0.006. To answer the question we notice
that the function f{(P), defined by the relation

f(P)=Pp— ”(g‘) Jvi’é/y) ~0.006p— 223

N

is growing with P and crosses zero between P = 12 and P = 12.2 years. The zero
point in this interval seems to be the only null point of the function f(P).
Consequently, at least 2P, i.e., 24 to 26 years, is needed to observe a significant
change in the data!

5.7 ASSESSMENT OF CHANGE BASED ON MODELS
WITH LINEAR RATE

Until now, the observed concentrations could be described by the model (5.11).
Occasionally, a linear growth or decline of the differences has to be considered. The
linear change is typical for concentrations with exponentially changing long-term
trend. A more detailed investigation of such a situation in the change assessment
context is conducted in this section. Figure 5.8 shows an example of data with
linearly changing rate of decline. The line on the left emphasizes the curvature in
the data and the one on the right shows the decline. The main objective of this
section is establishing of a generalization of the rate of decline for data following
the more comprehensive model. The extension should admit a reasonable interpre-
tation as well as estimation and inference about the long-term change.

5.7.1 MobeLs witH LINEAR RATE oF CHANGE

According to Section 5.2.1, non-negative concentrations c,and ¢, of a chemical species
collected over two equally long subsequent periods admit description (5.7) and (5.8),
respectively. During this section we assume the additional property

Inc,—Inc)=o+pHW)+{, (5.67)

where o and f3 are the rate change parameters, { = {{, —eo < f < co} is a zero-mean
stationary process with finite fourth moments satisfying (5.13), and W is the number
of data from one year. The factor W in (5.67) acts as a weight preventing unneces-
sarily small values of [ estimates.
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FIGURE 5.8 Observations of nylon filter HNO, (mg/l), collected during 1989-1998 by the
CASTNet station at Glacier National Park, Montana, USA, demonstrate appropriateness of
assumption (5.67). Both lines are estimated by the least squares method.
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FIGURE 5.9 Diagnostic plots for normality and autocorrelation checkup on residuals from
the linear model (5.67). The original data are nylon filter HNO, concentrations (Figure 5.8).
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To interpret the parameters o and f3, let the observed concentrations of a chemical
species be sampled weekly, for example, over 2P years, in the first period and let
them follow a model with

m, =s+rt +ut +7, (5.68)

where 1 = n/W, n = 1,..., WP, and 7 is an annual periodic component. Then it is
sensible to assume that

m, =s+r(t,+P)+u(t + Py +m, (5.69)
and consequently,
v, =m, —m/ =—rP—uP’-2uPt, (5.70)

for each n. Comparison to (5.67) yields
oa=—(r+uP)P and f=-2uP. (5.71)

Due to the dependence of o on the second power of P, dividing v, by P will
not produce a quantity characterizing a one-year performance only. We may also
notice that for u > 0 (i.e., B < 0) the concentration amounts tend to grow, whereas
for u < 0 (i.e., B> 0) they decline starting from a point sufficiently distant in time.

5.7.2 DECLINE ASSESSMENT FOR MODELS WITH
LiINEAR RATE oF CHANGE

The percentage decline pc introduced in Section 5.4.2 requires 8 = 0. To remove
this restriction we proceed as follows. If ¢, and c;, t=1,..., N=WP —1 are generated
by (5.67), then

R
u=N;<a+ﬂ<r/W)+§,>

P 1x
=a+ﬁ2+N;§. (5.72)
Let us denote
u:a+/3§. (5.73)
Then
N

) 1
u=y+N2§,. (5.74)
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Due to the stationarity, the law of large numbers is true and therefore X" { /N = 0.
Hence, [i is a consistent unbiased estimator of |1 with variance (5.56). We can thus
define i by (5.73) and introduce the average percentage change and decline indica-
tors using the old formulas (5.5) and (5.6), respectively. The corresponding estima-
tors (5.27) and (5.28), their variance, confidence regions, etc. remain to be computed
as earlier.

Example 1.7.2: Suppose we have a reason to believe that concentrations obtained
from 10 years of weekly data follow model (5.67) with = 0.03, = —0.06, and §
as a stationary AR(2) process with parameters p, = 0.30, p, = —=0.20 and o = 0.6.
We want to compute the average percentage decline pd, the bias of its estimator,
and the variance of pc? . In consequence of (5.56),

Epd = 100(1 - exp{—(ot + BPI2) + 6*/(1— p, — p,)*/N/2} (5.75)

var(pd) = 10000 exp{-2(ct + BP12) + 6*/(1- p, - p,)*/N}
(5.76)
x (exp{o’/(1-p, — p,)*IN)}-1).

The value of pd is —12.85, and the one calculated according to (5.75) with exact
parameters is —12.75, i.e., the bias is 0.1%. The stan@ard deviation obtained by
substituting in (5.76) is 4.67%. The negative value of pd means the concentrations
have grown on average over the 10 year period by 12.62%.

Inference in the presence of a linearly changing rate of decline follows somewhat
different rules than in case of a constant rate. Though the null hypothesis ¢ = 0 vs.
u # 0 is of interest as earlier, it is worth realizing its meaning. Let v, = o+ B(t/W),
t=0,..., N, and N = PW, be the trend of the process in (5.67). Then yt = o+ BP/2 is
the equilibrium point of the function v, in the sense that ¢ — v =v, — U, as can be
shown by simple algebra. Hence, if the slope B is positive and u = 0, then the
differences In ¢, — In c,' started down, cross the zero level somewhere in the middle
of the sample, and end above the zero level. That means the values ¢/ have been
declining and, by the end of the observation period, they are on average smaller
than the ¢, values. In other words, we have evidence of a decline in concentrations.
On the contrary, if B <0 and u = 0, the same argument provides evidence of a
growth in concentrations. This clearly differs from the situation = 0! If §# 0, then
the failure of the test to reject t = 0 does not necessarily mean absence of a change!

5.7.3 [INFERENCE FOR MODELS WITH LINEAR RATE OF CHANGE

The parameter 3 # 0 in model (5.67) complicates the analysis because it must be
estimated and tested for significance. So far, tests about u could be based on the
law of large numbers and the central limit theorem. In the presence of the linear
trend, the residuals in (5.67) have to be Normal. Then it is possible to estimate 3
by the least squares method, test if 8 0 using standard regression arguments (Draper
and Smith 1981, Chapter 1) and investigate the presence of autocorrelation to infer
about U.



156 Environmental Monitoring

It is also possible to fit S simultaneously with autoregressive parameters. For
example, let  be a Normal AR(1) process and y,= In ¢, — In ¢/ be the differences
in (5.67). Then in consequence of (5.57) and (5.67),

Y= Py, =l = p)+(BIW)(t — p(t =) + O, (5.77)

where g, are Normal and zero mean and variance one. This is not a linear model,
however. For large W, /W = (t — 1)/W, hence, setting o = o (1—p) and ' = (1 —p)
yields a similar model

y, =o'+ B (IW)+py,  +0¢€, (5.78)

and inference about o, " and p can be carried out by standard linear methods.
Differentiation of the process y, leads to the relation

Yi=B+¢&
where y'=y,—y,,, and {'={ — { | satisfies the equation

g;_ pgr,—l = G(gr - gt—l)'

The process formed by variables {”is not stationary, however. To get an idea
why, let us consider the solution of the difference equation (5.57) with initial
condition { representing a Normal random variable with zero mean and variance

0_2

var(§,) = —p

The solution of (5.57) has the form

Ct = pxgo + O_Z prikgk
k=1

for t = 1,..., N, and therefore,

§=¢ -6, =p"(p—DG+ "Z p e —g_)+plog
k=2
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for t =2,..., N. Since {, is independent of each €, and p"* (g,— ¢,) correlates with

Pl e

1°

21-1)
1-p 2 201y

2
varC) =~ p* (1= py +20> P o?p N —2p G
I-p 1-p
20 o’ 2(1-1) 2 2 _1 5
= st —>5p [(1-p) —2+(1-p*)=2p"'A-p*)]
I-p° 1-p

2 2
_ 20 20° 43

The process ¢ is thus not stationary because its variance is time dependent. The
term p*~ vanishes quickly with growing t; hence, the differentiation doubles
variance of the noise as one would expect.

A detailed discussion of regression with autocorrelated errors and mixed auto-
regressive systems is available in Kendall and Stuart (1971) (Volume 3, Chapter 51,
Sections 1 to 7).

5.7.4 THE ABSOLUTE PERCENTAGE CHANGE AND DECLINE

Another possibility when assessing long-term change is to rely on the long-term
trend. Let us suppose that the trend is a quadratic function plus a periodic component,
m =s+rt+ ut® + 7, and we observed at nodes ¢t = n/W, n=0,..., N, N =2WP. If
c, is described by (5.7) and we denote = 1, — 1,, then the absolute percentage
change from the first to the last day of observation is due to (5.71) and (5.73)

v~ %

100

. = lOO(exp{mlN =y, + an — n’o} -1

=100(exp{rt, +ut, +{}—1)=100(exp{2rP + 4uP*> +{} - 1)

=100(exp{—20 — BP+{}—1)=100(exp{—2u+{}—1).
It characterizes the percentage change from the beginning to the end of the
observation period assuming the model (5.7) has a quadratic trend. It is tempting to

forget about ¢ and introduce the absolute percentage change and absolute percentage
decline as

apc =100(exp{—2u}—1) (5.79)
and

ape =100(1 — exp{-21}), (5.80)
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respectively. The quantities characterize the long-term change based on the values
of the trend on the first and last days of observation. Since u has the same meaning
as in the earlier sections, indicators apc and apd can be estimated and their statistical
features assessed the same way as those of pc and pd, respectively. It should be
realized, however, that the assumption about the quadratic shape of the long-term
trend is essential and its violation may lead to serious over- or underestimation of
the long-term change. Due to the problems with the estimation of S outlined in
Section 5.7.3, this concept is abandoned.

5.7.5 A MobeL WiTH TIME-CENTERED SCALE

A noticeable simplification can be achieved by centering the time scale, which leads
to the model

Inc,—Inc/=a+ p/W—-PI2)+,. (5.81)

This modification of (5.67) causes the expected value of [i, described by (5.14)
and computed from observations c,, c; with r=1,..., N, N= WP — 1, equal directly
to o, [see (5.11)]. Consequently, under the model (5.11), relations (5.72) and (5.73)
lead to u = o

Model (5.81) admits a natural generalization of the annual rate of decline because
if the concentration measurements follow a model with a trend described by (5.68)
in the first period and by (5.69) in the second period, then for each 7,

v, =m, —m =—rP-2uP(t + P/2).

Centering the time scale means to replace ¢, with ¢ — P/2, which leads to

\% —rP-2uPt,

1,-P12 =
for all n. Comparison of the last equation to (5.67) yields
o=—rP and B=-2uP (5.82)

and since U = ae= —rP, the annual rate of decline can be introduced as earlier in (5.10).

Centering the time axis simplifies the inference about the rate of decline sub-
stantially because [I can always be interpreted as the estimate of u obtained by
means of the model (5.81). It has to be emphasized that centering of the time scale
has no impact on the sign of S or its statistical significance.

There is a question whether it is sensible to characterize the change of concen-
trations the way we did it until now if more complicated trends occur in the data.
Even if the simplest model (5.11) is true, the decline in the pollutant concentrations
will stop one day, for certain amounts are in the air through very natural causes.
Hence, rather than develop more elaborate models, it may be sensible to test shorter
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periods of data, and once the decline over short periods stops and the detected
amounts are sufficiently low, the next goal will be to prevent them from rising again.

5.8 SPATIAL CHARACTERISTICS OF LONG-TERM
CONCENTRATION CHANGES

Besides changes at individual stations, it is desirable to have an indicator of change
over the whole monitored region. For that purpose, Section 5.4.3 presented overall
percentage changes calculated from rates obtained by a flat averaging over all
stations. No statistical features of these indicators have been discussed due to a
concern about high correlation of data from different stations, a problem that can
be justified by Figure 5.10. The aim of the next section is to fill this gap and present
a method for assessment of the overall change. Section 5.4.3 has also indicated that
the percentage decline of some chemical species monitored by CASTNet stations
might be bigger in northeast than in southwest U.S. This section shows how to
quantify this kind of differences and test if they are significant. To do so, the
estimated CASTNet rates of change are described by means of a weighted linear
regression model with latitude and longitude as explanatory variables. This model
is subsequently used to get simultaneous 95% confidence intervals for the true rates
of change over the whole region.

5.8.1 THE SpATIAL MODEL FOR RATES OF CHANGE

Correlation between measurements collected in time and space is widely anticipated
(Whittle 1962; Cressie 1993) but rarely commented on in the CASTNet data context.
With regard to the effort we expended analyzing the autocorrelation of CASTNet
data from individual stations, it is desirable to build a spatial model accommodating
the old results and, in addition, the correlation between the stations. Logarithms of
Alhambra, Bondville, Vincennes, and Salamonie Reservoir teflon filter SO, plotted
against each other in Figure 5.10 signal that the correlation has to be addressed.
Differences (5.67) used for calculation of the rate of change inherit the correlation.

To introduce the overall percentage change followed by data from several loca-
tions, we denote ¢, and ¢]_concentrations of a chemical species observed at time ¢
and a period P years later respectively, at a station with coordinates z = (z,, z,),
where z, denotes the longitude and z, the latitude. The concentrations are assumed
to satisfy the spatio-temporal model

Inc, —Inc] =a+BHW-PR2)+6,(z,-7)+0,(z,-7)+(,,  (5.83)

where = { Ct’z: —oo< t< oo 7€ Z} isamultivariate stationary process with zero mean.
Setting

u,=0+6,(z,-7)+0,(z,-7,)
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FIGURE 5.10 Correlation between some CASTNet stations is high.
allows us to rewrite (5.83) in the form
Inc, . —lnct',Z =U, +ﬂ(t/W—P/2)+Cm, (5.84)

which is model (5.81). The spatio-temporal model (5.84) is thus in no conflict with
the models used previously for description of the time series.
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The estimator fI_of the local rate of decline u, calculated from data collected
at the stations with coordinates z € Z in weeks t = 1,..., N, N = WP — 1, satisfies
in consequence of (5.83) the relation

fa,=0+6,(z,—7)+0,(z,-72,)+¢.., (5.85)

where (., = [Ai ,C,./N. The last equation will be referred to as the spatial model.

Before further investigating the spatial model for estimated rates of declines, let
us recall that the reason for investigation of relations between the stations and
introduction of the spatio-temporal model is assessment of the rate of decline over
the whole region. Due to the presence of the averages z, and z, in (5.85), if M is
the number of locations, then

iZ[LZ :a+$2§m.

z€Z zeZ

Consequently, o represents the overall average discussed in Section 5.4.3. We
can also say it represents the overall rate of decline over the region. To describe the
percentage change or decline over the period, we thus use formulas (5.5) and (5.6)
with i replaced by o from model (5.85). Estimation of the rate & and probability
distribution of the o estimator are discussed in the following sections. The distribu-
tion is necessary for construction of the confidence regions covering the true rate
and regions covering the true overall long-term percentage decline.

5.8.2 COVARIANCE STRUCTURE OF THE SPATIAL MODEL

Fitting of the model (5.83) requires an explicit description of the probability distri-
bution of the process ¢, which is not easy to obtain even for one station should all
diagnostic procedures be conducted. The estimation problem is therefore solved in
two steps. We use procedures described in Section 5.6.2 to derive the best-fitting
model (5.84) and, consequently, the estimate of the variance var ([LZ). As the second
step, we realize that according to (5.74) and the CLT, which holds due to the
stationarity and (5.13), u is approximately Normal with mean y and variance
var(f1). Due to the normality of fi, the model will be fully determined by specifying
the covariance matrix of the process é’.,z. Let us recall that the Normal distribution
of 1 does not require Normal distribution of the time series data. Next we describe
the covariance function of {., . To do so, some basic terminology from multivariate
time series theory is needed. A detailed introduction to the topic is available in
Brockwell and Davis (1987). Utilization of time series for spatio-temporal modeling
is also described in Bennet (1979).

Let us assume that for each fixed location z, { is a stationary process with
covariance function R_(h) that satisfies the condition (5.3) assuring existence of the
spectral density f (). In addition, we must assume that { is stationary in the sense
that the covariance of observations from two different locations, collected at two
different times 7 and ¢ + &, depends only on the delay / between the two sampling times.
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Formally, this is expressed by the cross-covariance function R__(h) defined by the
relation

COV(Q,;QJ,;;,Z') =R _.(h). (5.86)

If the cross-covariance satisfies the condition

DR ()<, (5.87)

then R_, determines the cross-spectral density fu,(l). If we set for a moment { =
(. &) =, 0", and p= (u, )", then

. 1 N 1 N
p=p+ DL NN[M’W{NEQJJ’ (5.88)

where

L) 2nf £O 0
var *ZC, = . (5.89)
N N{f_0) £(0)
The proof follows from Brockwell and Davis (1987) (Chapter 11, Proposition

11.2.2). The asymptotic covariance between the two estimators is thus described by
f..(0) and the asymptotic correlation is

L0
Cor(ﬂz,ﬂz,)~m. (590)

The right-hand side of (5.90) with O replaced by A is also known as the coherency
function. It is now clear that stationarity of { and the assumptions (5.13) and (5.87),
satisfied for each pair of locations, assure that for sufficiently long periods of
observations the distribution of (5.85) agrees with the asymptotic distribution of the
random field {f : z € Z}.

5.8.3 MuLtivariaTE ARMA(p,q) MODELS

Formally, a multivariate ARMA(p,q) model differs little from the univariate case
described by (5.53) and (5.54). The model is composed from a multivariate autore-
gressive and a multivariate moving-average model denoted again AR(p) and MA(q),
respectively. Let us assume for a moment that the stationary process ¢ = {{, : —oo <
t<eo,z€ Z}is ARMA(p,q) and describes M stations. Then ¢ and 7, in (5.53) and
(5.54) are M dimensional column vectors; p,,..., P, 0,..., 6 are M x M rectangular
matrices, perhaps not of full rank; and ¢, are mutually independent M dimensional
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column vectors of zero-mean random variables with the same covariance matrix
Eee! = C. In that case, the spectral density function admits the description

f)= i<1>'1(e“)@(e’*)ce%e"*)cb'”(e'”>, (5.91)

where
D) =1-e"p ——ep, (5.92)
(™) =1+, —--—e 0, (5.93)

and 1 is the M x M identity matrix. Hence, the process { has covariance matrix
var(fl) = %qf' @Oemece’ M@ ). (5.94)

Example 1.8.3: Let us consider concentrations from two stations obeying model
(5.85) with 6,=6,=0 and { described by a bivariate AR(1) model

G P Pi2 (S o, 0)(&,
- + , (5.95)
Ct,z p2,1 p2,2 szl,z 0 62 gt,z
where € |, €, are sequences of mutually independent random variables with mean

zero and variance one. We use integers 1 and 2 instead of z and z’. Then

I=p; =P
(1) = (5.96)
Py =Py,
and
1 1 1 - p2,2 pl,Z
(D= = . (5.97)
(l—Pl,l)(l—Pz,z)_Pm Pz,l p2,1 1 _pl,l
Consequently,

012(1 - pz,z)2 + Gipﬁz

1
N [(1=p, A= p,,)=py,0y, T

var(fl,) = (5.98)

2 1- + 2 1-
Var(,alnaz) = i O-l pz’l( p2,2) GZPLZ( p12’1) (599)
N [(1_pl,l)(l_p2,2)_pl,2p2,l]
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and

.1 op;,+o,p,0-p)
var(,uz):f 1p2,l 2p1,2 pl,l

N [(1=p,)A=p,,)=pop5, T

(5.100)

As we can see, the complexity of the covariance structure between two AR(1)
processes is high. Stationarity of the process requires that all eigenvalues of ®(x)
are in absolute value smaller than one, i.e., det (®(x)) # 0 for all complex x from
the unit circle {x: Ix| < 1}.

Example 2.8.3: Let [i, and [1, be estimated from data observed at two stations
and the data be generated from the model in Example 1.8.3. Suppose we estimate
the overall rate of change o in the region based on the data from the two stations
as the simple average & = (f, + [1,)/2. Then

0-12(1 ~ Py + Py, )2 + 622(1 ~ P + pl,2)2

M= N = o= Py P PP 10D
Epd = 100(1 - exp{—a + ;var(&)}j, (5.102)

and
var(pd) = 10000 exp{—20 + var(&)} (exp{var(é)} - 1). (5.103)

5.8.4 IDENTIFICATION OF THE SPATIAL MODEL

Fitting the multivariate ARMA(p,q) model determining (5.85) to data from all stations
is difficult because, in theory, the presence of all parameters in the model should be
justified by proper tests. Due to the asymptotic normality, we need only the cross-
spectrum of pairs; hence, building simple models for pairs of stations should be
sufficient. Since different pairs of data sets may lead to different models for obser-
vations from one and the same station, the desired covariance between two rates is
obtained as

cov(fi,. fi,) = var(iL, var(fL )cor(iL,, i), (5.104)

where var(fL,) and var (ﬂz,) are estimated using the best univariate models for
stations with coordinates z and z’, respectively, and the correlation cér(/:tz) cor (ﬂz,)
is estimated using the best bivariate model for the series from stations located at z
and z’. Estimation of vér (&,) is addressed in Section 5.6.1. Estimation of cor ({1, 1_,)
is done using the coherency function (5.90) and estimated parameters of the best model.
Relation (5.104) assures that the variance of ﬁz, estimated earlier, remains unchan-
ged under the multivariate model. This approach might be called semi-parametric
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(Angulo et al. 1998). As with most procedures of this kind, it does not guarantee
that the resulting covariance matrix is positive definite, a condition satisfied by each
covariance matrix. Identification of the bivariate model is substantially simplified if
only the class AR(p) is used, because the spectral density of a multivariate
ARMA(p,q) model with p > 1 and ¢ > 1 does not uniquely determine all model
parameters, (see Brockwell and Davis 1987, Section 11.6 for details).

5.8.5 INFERENCE FOR THE SPATIAL DATA

Parameters of the model (5.85) can be estimated either by ordinary least squares
(OLS) or by weighted least squares (WLS). The latter agrees with the maximum
likelihood method. A classical reference on regression analysis methods is Draper
and Smith (1981). Both techniques are most easily described using the matrix
description of the model (5.85),

Y =X60+0V"%, (5.105)

where Y is the M dimensional column vector of rates of change estimated from
individual stations, X is an M X 3 matrix of explanatory variables with rows of the
form (1, z, — Z,, z,— %,), O is a positive scaling parameter, and V' is an auxiliary
symmetric regular M X M matrix with the property V2 V"2 = V. The covariance
matrix V has components

v, = Cor(fl, f1.,),

0=(0,0,, 02)T is the column vector of unknown parameters and €is an M dimensional
column of mutually independent, zero-mean Normal random variables with variance
one.

The OLS estimator is described by the relation

6, =(X"X)"'X"Y, (5.106)
which has in consequence
0,5 =0+0(X"X)' X"V, (5.107)
The OLS estimator thus has variance
E@,,;—-0)0,,,-0) =c*X"X)"' X"VX(X"X)". (5.108)
To estimate ¢ we calculate first the variance of the residuals:

r=Y-X0,,=Y-X0-oX(X"X)"' X"V =oMV", (5.109)
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where

M=I-XX"X)"'Xx". (5.110)

The variance is computed according to the formula

var(r)= Err" =c*MVM. (5.111)

Since r ~ N (0, 6> MVM), the quadratic form r"(MVM)™ r/c?, where the minus
sign denotes the generalized inverse of a matrix, has sz,, distribution with M —p
degrees of freedom. The quantity

62,= ﬁ (Y-X6,,,)" (MVM) (Y -X6,,,) (5.112)
is thus an unbiased estimator of ¢”.
The WLS estimator is calculated as
6,,s=X"V'X)'X"VY (5.113)
and therefore,
0, =0+c(X"V'X) ' X"V . (5.114)
The variance of the estimator is
E@,,s—0)8,,,-0) =c*(X"V'X)". (5.115)
The parameter o~ is estimated using the residual sum of squares:
62 =ﬁ(Y—X@WLS)TV"(Y—XéWLS). (5.116)

. . . ~2 2 2
It is an unbiased estimator and 0Oy, ,/0° ~ X}, .

5.8.6 AprprLICATION OF THE SPATIAL MODEL TO CASTNET DATA

Model (5.85), fitted to the 40 CASTNet sites listed in Table 5.11 with a full 10 years
of data using the WLS method, indicated a reasonable fit as to randomness of the
residuals and Normal distribution of the data (see Figure 5.11). The ACF plot is not
particularly informative in this situation because a plain trend removal has no effect
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FIGURE 5.11 Residuals Y — X 6 ws Of the model (5.85) fitted to 10 years of TSO, data

sampled at 40 CASTNet locations listed in Table 5.11.

on autocorrelation of the data and the outcome depends on labeling of the data in
our file. More sophisticated methods are needed to assess if the model removes
correlation successfully (Cressie 1993). The significance of model coefficients, the
evaluated given outcome of the #-test derived from (5.115) and (5.116), is summa-

rized in Table 5.16.
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TABLE 5.16

Significance of Explanatory Variables in Model (5.85) Fitted to
Data Sampled at the 40 CASTNet Stations Listed in Table 5.11
Using the WLS Method

Variable  TSO, TNO, TNH, NSO, NHNO, WSO, WNO,

Intercept + - + + - + -
Longitude + - + + - - -
Latitude + + + - - - -
TABLE 5.17

Significance of Explanatory Variables in Model (5.85) Fitted to
Data Sampled at the 17 CASTNet Stations Listed in Table 5.12
Using the WLS Method

Variable TSO, TNO, TNH, NSO, NHNO, WSO, WNO,

Intercept + - - + - +
Longitude - - - + -
Latitude - + + - -

TABLE 5.18

The Average Percentage Decline Over Ten Years for Species Monitored
in the Air by 40 of the CASTNet Stations Listed in Table 5.11 Evaluated
Using the Estimate of the Intercept o of the Model (5.85). Comparison
to Figures 5.4 and 5.6 Indicates Overestimation for Some Species

TS0, NO, TNH, NSO, NHNO, WSO,  WNO,

Percent 11 4 18 37 3 16 -7

The nonsignificant coefficients were omitted and the models were fitted again.
Percentage declines obtained using ¢, as an overall, average rate of decline are listed in
Table 5.18. The high values of TNH, and WNO, are rather annoying because Figure 5.4
and Figure 5.6 show that they grossly overestimate the sample averages. The WLS
estimator is unbiased and has the smallest variance among all unbiased estimators.
The suspicious estimates suggest that the samples in question could be generated by
a different model. Hence, the OLS method was considered along with WLS.

Comparison of Table 5.16 and Table 5.17 with results in Table 5.20 and Table
5.21 shows that the WLS method is more sensitive to the presence of the explanatory
variables than OLS. On the other hand, the OLS method seems better for calculation
of the confidence regions for the overall averages. Fitting parameters of model (5.85)
by the OLS produced « estimates and overall percentage decline estimates that
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TABLE 5.19

The Average Percentage Decline Over 4 Years for Species Monitored

in the Air by 17 of the CASTNet Stations Listed in Table 5.12 Evaluated
Using the Estimate of the Intercept o of the Model (5.85). Comparison
to Table 5.10 Indicates Overestimation for Some Species

TSO, TNO, TNH, NSO, NHNO, WSO, WNO,
Percent =7 2 0 33 5 =22 —10
TABLE 5.20

Significance of Explanatory Variables in Model (5.85) Fitted to
the 40 Stations Listed in Table 5.11 with Full 10 Years
of Observation Using the OLS Method

Variable TSO, TNO, TNH, NSO, NHNO, WSO, WNO

Intercept + - + + - + -

Longitude - - + - - - -

Latitude - - + - - - -
TABLE 5.21

Significance of Explanatory Variables in Model (5.85) Fitted to
the 17 Stations Listed in Table 5.12 with Full 4 Years
of Observation Using the OLS Method

Variable TSO, TNO, TNH, NSO, NHNO, WSO, WNO,

Intercept - - - + - + -
Longitude - - - - - + -
Latitude - - - - - - -

agreed with those in Table 5.9. The significance of the model coefficients, assessed
using a t-test derived from (5.108) and (5.112), is in Table 5.17. Interestingly, the
growth of teflon-sampled SO, in the northwest direction is not considered significant.
Both WLS and OLS agree as to the significance of the intercept though. The
generalized inverse matrix was computed using the singular value decomposition
(Press et al. 1986, Section 2.9.) Properties of generalized inverse matrices are studied
in Rao (1973, Section 1b.5).

A similar procedure was applied to the 17 CASTNet Stations with a full 4 years
of monitoring listed in Table 5.12. Results analogous to those derived for the 10-year
period data are in Table 5.20, Table 5.21, Table 5.19, and Table 5.23, respectively.
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TABLE 5.22
95% Confidence Regions for the Overall Percentage Declines
in Table 5.9 Derived from the OLS Estimator

TSO, TNO, TNH, NSO, NHNO, WSO, WNO,
Lower bound 5 -16 8 30 -11 3 —40
Upper bound 21 14 14 49 12 30 -2

TABLE 5.23
95% Confidence Regions for the Overall Percentage Declines
in Table 5.10 Derived from the OLS Estimator

TSO, TNO, TNH, NSO, NHNO, WSO, WNO,

Lower bound —14 —11 -17 16 -6 —42 -40
Upper bound 5 11 5 60 15 -22 10

While Table 5.22 shows a significant decline of TNH,, WSO,, and TSO, over
the decade of monitoring, Table 5.23, representing the 4-year data shows a significant
increase in WSO, concentrations, and since the upper bound of the confidence region
for TSO, and TNH, is also close to zero, TSO, and TNH, seem to be growing as
well. In fact, because the confidence regions for the 4- and 10-year TSO, and TNH,
data are disjoint, their overall means differ significantly. Though the results appear
contradictory because all periods end the same year, an answer follows from
Table 5.14 and Table 5.15. The tables contain the sign of the slope parameter 3
determining the linear trend of In (c /c)).

For example, the slope of TSO, concentrations is negative for all but five of the
eastern U.S. stations, which indicates that the concentrations were growing in the
second period. TSO, has thus risen, though not enough to wipe out the declines over
the first period. Similarly, only 4 eastern stations had a positive slope for TNH, and
10 out of 46 stations had a positive slope for WSO,. Concentrations of both chemicals
were thus growing at most places in the last 5 years ending 1998. Notice that we
do not take in account the significance of the trend, only the direction estimated by
the least squares method.

Since the CASTNet data are used here as an application of the long-term
percentage decline indicator on a serious data set rather than an exhausting CASTNet
data study, we abandon any further investigation of CASTNet dry deposition data.
The discrepancy between 4- and 10-year periods of observations suggests the
changes have a certain temporal dynamics. More could be learned by examining
shorter subsequent periods of data. Considering regions as in Holland et al. (1999)
would also produce more specific results.
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5.9 CASE STUDY: ASSESSMENT OF DRY CHEMISTRY
CHANGES AT CAPMON SITES 1988-1997

CAPMoON is the Canadian counterpart of CASTNet, though with a more limited
number of sites. CAPMOoN analyzes air for the same chemicals as CASTNet except
WNO,, which is replaced by WSO,, the cellulose filter sulfate. There are a number
of differences in the sampling protocols of CASTNet and CAPMoN, the latter of
which is described in Ro et al. (1997), but the daily data collection by CAPMOoN is
the most important one. It not only provides a larger amount of data but the relatively
short collection time causes the data to have much higher variability. A typical plot
of CAPMOoN daily sulfate data is in Figure 5.13 shows that the model (5.11), which
is central to the percentage change and decline indicator definition, is appropriate
in the sense that it removes the seasonal trend. The problem of the next section is
to specify the noise term in (5.11) to accommodate the seasonal changes in varia-
bility, clearly present in Figure 5.13 (right), and to see how this change affects
estimation and inference about the indicators. Though time series theory has models
dealing with changing variance (Engle 1982; Bollerslev 1987), those models are
designed for forecasting purposes. Since the attention here concentrates on the
inference problem, a different approach is chosen.

5.9.1 ExTeNsION OF CHANGE INDICATORS TO DATA WITH
TIME-DEPENDENT VARIANCE

From the mathematical point of view, no changes to the indicator definitions are
really necessary. To simplify the notation and reading of these notes, however, model
(5.11) is rewritten in the form

Inc,—Inc/=pu+vs, (5.117)

where v, is a known, deterministic function of time with strictly positive values, and
¢, is a stationary process like the one in Section 5.2.2. The v, values are called the
weights. The model (5.117) is not stationary any more unless v, = 1 for all ¢. The
average [l remains a sensible estimator of £, but its variability is now more difficult to
determine. The weighted average, defined for observations y,=In c,—In c;, t=1,...,N,
by the relation

Zrlil yz/vz

5.118
SIATS G4

ﬁ:

is thus considered instead.
In consequence of this definition,

A 1
,u—,u+qﬁ2§t, (5.119)
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FIGURE 5.13 Observations of teflon filter SO, (mg/l), collected during 1988-1997 at
CAPMOoN station Algoma, Ontario, Canada, demonstrate how model (5.11) removes the trend
but keeps seasonal changes in variability.

where

=) - (5.120)

is a known constant. Variance of the average on the right of (5.119) has already been
examined in Section 5.6.1. If v, =1 for all #, then the weighted average agrees with
the ordinary one. It is thus acceptable to denote it [I again because the definition
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of our indicators will not change and modifications to the interpretation in Section
5.4.2 are minor. Let us remember that now, for large samples,

2

var(ﬁ):%an(O). (5.121)
In particular, if { is an AR(p) process, then

A2
o

A a2 5.122
(A=p==p,) 12

=[S,

var(ji) =

is an acceptable variance estimator. The estimator u and its variance determine the
statistics Z, for test of significance of the decline and for computation of the
confidence regions covering i and pd, respectively (see Section 5.4.4). For example,
the statistics for the test of the null hypothesis that the true rate of decline equals
U, adjusted for autocorrelation and time-dependent variance, has the form

— zt]\il(ytlvt)/N_,U/q \/N

z s
27 (0)

u

(5.123)

5.9.2 OpmIMALITY FEATURES OF fi

Those familiar with weighted linear regression will find /1 in (5.118) annoying,
because this is not the WLS estimator and, as demonstrated here, it indeed is not
optimal in terms of variability and speed of convergence. It has a major advantage
though. Its variance can be computed explicitly [see formula (5.122)]. The WLS
estimator is also a weighted average, defined by the relation

i — zzlil yt/vtz

= 5.124
‘lLWLS zt]\il llv[2 ( )

and like in the case of the weighted average (5.122), its consistency is not
straightforward and must be verified.

If g defined by (5.120) approaches a fixed value with growing sample size, then
the consistency of u follows from (5.121). A function 1/v,, for which ¢ has such a
property, is called ergodic. Introduction to the ergodic theory is provided in Loéve
(19717, Section 34). Continuous periodic functions are ergodic. Hence, if we assume
that v, is positive, periodic, and continuous on the whole domain, which is reasonable
given Figure 5.14 (left), then 1/v, is also a continuous periodic function and the average
in (5.120) converges to a finite positive value.

Next we show that [, ; has smaller variance than f1. Let v, be positive, periodic,
and continuous on the whole domain. Then there is a constant K such that 0 < K <,
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for all # and therefore

2
var(il,, )= c*var Z’Ai‘ yt/vf < 6—2 (ZL I/Vt) var Z’Ai' v,
WLS >Vt T K? (=%, va)z >N,

(5.125)

s (zh )
- ((2 1/:,;))2 var(Q).

In consequence of the so-called Cauchy’s inequality (Zﬁ . I/VZ)Z <N Zt’i . l/vl2 ,

O_2

N N
t=1 t

var(fl,, ) <

The last inequality means that [, is a consistent estimator. The above relations
also suggest that the WLS estimator is more efficient and approaches the true
parameter faster than f1. For the concepts of unbiasedness, minimum variance, and
efficiency, see Lehmann (1983, Chapter 2) or Rao (1973, Chapter 5, Section 5a).

5.9.3 EsTIMATION OF THE WEIGHTS

The next problem is to determine the function v,. For shorter periods of time, v, can
be composed of sine and cosine waves (Mohapl 2000b). This strategy has not worked
for this particular CAPMoN data set, however. To get a more specific idea about the
variance changes, the estimator 17[ of v, is calculated as the standard deviation of
the subsample y, ...., y,..., y,,, for 2p+1 =91 days. Due to the lack of data at the
beginning and the end of the sample, thatis, fort=1,...,pand r=N—p + 1, respectively,
V,issetequalto ¥ ., and ¥, ,respectively. We call ¥, the moving standard deviation.
The choice of a quarter ot a year is strictly ad hoc. This period seems long enough
for ¥, to be nearly deterministic on the one hand and still flexible enough to yield a
sensible result on the other. The moving standard deviation, estimated from the data shown
in Figure 5.13 (left), is in Figure 5.14 (left). The pattern in Figure 5.14 (left) reflects
the annual periodic changes in variability clearly visible in Figure 5.13 (left) very well.
The annual waves are not entirely symmetric, though. Hence, instead of a deterministic
function, the moving standard deviation estimate of v, with 91-d time window was used
directly in further calculations whenever variance stabilization seemed appropriate.

5.9.4 AprpPLICATION OF THE NONSTATIONARY MODEL

CAPMON stations considered in this study are in Figure 5.12. As in the CASTNet
case, the daily sampling is not immune to missing observations. The percentages of
pairs used for analysis are listed in Table 5.24. If sampling started in the middle
of the season, for most stations in June, the corresponding part of the data in the
second period was omitted. The percentages are thus not influenced by the start of
the season as in the CASTNet case.

Once the pairs have been calculated, model (5.81) was fitted using the method
presented in Section 5.6.2. If the analysis of residuals showed disagreement between



Assessment of Changes in Pollutant Concentrations 175

TABLE 5.24
Percentage of Pairs Used for Analysis from the Total Available Given
the Duration of Monitoring

Station TSO, TNO, TNH, NSO, NHNO, WSO, WSO, Years
Algoma 86 37 85 71 84 75 69 10
Chalk River 83 40 81 68 81 74 69 10
Chapais 87 24 81 59 69 47 38 10
Egbert 94 88 94 85 94 91 89 10
E.L.A. 73 38 71 60 70 56 46 10
Esther 97 80 96 87 97 93 90 6
Kejimkujik 93 58 92 81 91 76 66 10
Longwoods 85 84 85 78 85 84 82 10
Saturna 95 92 93 89 93 94 93 6
Sutton 83 68 81 79 83 81 78 10
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FIGURE 5.14 The moving standard deviation for data in Figure 5.13 (left) and the normal-
ized quantities [In(c,) — In(c)]/v,. The dashed line on the right is the sample average.

the Normal distribution and the model residuals, the model (5.117) was evaluated
again with weights estimated using the moving standard deviation. The resulting
models are in Table 5.25. The model determines the value of the statistics Z, for
testing if the percentage change of the concentrations over the period is significant.
The declines and outcome of the tests are disclosed in Table 5.26.

As mentioned in Section 5.8.6, weighted averages may be over- or underestimated.
Hence, to allow a fair comparison, Table 5.27 provides percentage declines computed
without weighting, i.e., with v,=1 for all 7 and locations. The similarity between
declines in WSO, and WSO, is rather remarkable.
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TABLE 5.25

Description of Models Used for CAPMoN Data Analysis Is In(c/c’) =
o+ Bt + v, Where { Is an AR(p) Process. Each Column Contains; Sign
of B,* Is Significant, the Order p, k if Null Hypothesis Is Rejected

by KS Test and , if It Is Rejected by y* Test. A Dot Means a Non-Significant
Result. Symbol v Means the Weights Are Estimated Using Moving
Standard Deviation, Otherwise v, = 1, i.e., No Weighting Was Used

Station TSO, TNO, TNH, NSO, NHNO, WSO, WSO,
Algoma —*4.v —*5.. —4. +*9.. —4. -2. +.1.v
Chalk River —*2.v —*10.. =2.v +.5k.v —*2.. —*1.. —*1..
Chapais —*6k.v  —*4.. -2.v +.1.. —-.6.. —*1.. —*1.v
Egbert —*2.v —*6.. —*2.. +*12.. —*2.. —*2kv  —F2.v
E.LA. +.2k.v —*1.. +.2.v +*10.. —.6kev —-1. +.1..
Esther +*2.. +*l..v  +*lkv  —.10.. -3.. +*1.. +#3k.v
Kejimkujik -*2.v -1l -2.. +*1l.v  —*2. -3.. —4..
Longwoods -4.v —*2.. —*4.. +*11kv  +.2.. —*3..v —*3kev
Saturna -3. —*1.. —*4kv  —F12kv  —F1. —*4.. —*3..
Sutton —*2.v —*1.. —*2.. +7..v —*1.. —*2.. —*2..
TABLE 5.26

Percentage Declines Estimated at CAPMoN Sites. The Asterisk Denotes a
Significant Change Based on the Statistics Z,. Model for Z, Is in Table 5.25

Station TSO, TNO, TNH, NSO, NHNO, WSO, WSO,  Years
Algoma 20%* -116* 2 45% 10 35% 35% 10
Chalk River 20* —82% 6 54 15% 34 35% 10
Chapais 29%* —102* 9 54 10 43% 43% 10
Egbert 22% -8 13* 48% 16%* 33% 34 10
E.LA. 14%* -17* -1 44 8 20% 18%* 10
Esther -5 —46* —-19* 11 —34%* —21%* —19%* 6
Kejimkujik 22% —69%* 18%* 54%* 19%* 42% 39% 10
Longwoods 17* -8 2 49% 19* 26* 24%* 10
Saturna 11* —4 15% 35 17* 5 3 6
Sutton 25% —27* 13* 53% 23% 35% 33% 10

The number of CAPMOoN sites is too small for spatial analysis, but the confidence
regions for the overall average percentage declines still require use of the model
(5.85) with 6, = 8, = 0. The relatively high correlation, exhibited by raw CAPMoN
samples plotted against each other, is not reflected by residuals of the model (5.117).
The matrix V in the model (5.85) has thus zeros everywhere except variances of the
AR(p) models described in Table 5.25 on the main diagonal. Results obtained from
model (5.85) represent the estimate of the parameter ¢, which is the overall mean
and its 95% confidence regions. They are presented in Table 5.28.
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TABLE 5.27 )
Percentage Declines Estimated at CAPMoN Sites Using pd in (5.27) and
the Sample Average (5.14), That Is, No Weights Have Been Used

Station TSO, TNO, TNH, NSO, NHNO, WSO, WSO, Years
Algoma 19 -116 2 45 10 35 35 10
Chalk River 19 —82 5 55 15 34 35 10
Chapais 26 -102 6 54 10 43 43 10
Egbert 21 -8 13 48 16 33 34 10
E.L.A. 14 =71 -2 44 8 20 18 10
Esther -5 —41 -19 11 -34 -21 -18 6
Kejimkujik 21 -69 18 54 19 42 39 10
Longwoods 17 -8 2 50 19 25 24 10
Saturna 11 —4 15 37 17 5 3 6
Sutton 25 =27 13 53 23 35 33 10
TABLE 5.28

Overall Percentage Declines at CAPMoN Sites with 10-Year Monitoring
Period and the 95% Confidence Regions

Station TSO, TNO, TNH, NSO, NHNO, WSO, WSO,
Lower bound 17 -109 1 43 8 26 29
Percentage decline 20 =50 6 51 15 31 34
Upper bound 23 -8 10 58 22 36 38

Compared to CASTNet, the WLS method provides estimates that reasonably
agree with OLS results. The use of WLS for derivation of the confidence regions is
thus justified. The confidence regions derived from OLS are broader, which suggests
more power of WLS for testing if, for example, a value prescribed by a policy equals
the estimated value against the alternative that the policy value is different. The
confidence regions in Table 5.22 and Table 5.28 intersect for all species. The overall
averages from both networks could thus be just a random deviation from one and
the same value particular to each species.

5.9.5 CAPMON AND CASTNEer COMPARISON

When comparing Table 5.27 to the CASTNet tables, we should keep in mind that
CAPMoON data cover a period shifted 1 year back. Because of a suspected trend
reversal in the second period, CAPMoN declines might be somewhat higher. The
possible growth in pollution for most species is indicated by the minus sign of § in
the model description. CAPMoN percentage declines conform to our hypothesis that
some species experienced a higher concentration drop in the northeast than in the
southwest. The 6-year period data from Saturna and Esther must be compared to
results obtained from western U.S.
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TABLE 5.29

Except TNO,, the Range of CAPMoN 10-Year Average Percentage
Declines Contains the CASTNet Upper Bound for

the Overall Average

Value TSO, TNO, TNH, NSO, NHNO, WSO,
CAPMoN Minimum 14 -116 -2 44 8 20
CASTNet Upper bound 21 14 14 49 12 30
CAPMoN Maximum 26 -8 18 55 23 43
TABLE 5.30

Data from Egbert. Lower Bound for CAPMoN Data Rate of Decline,
the Rate Estimated from CASTNet Data and the Upper Bound for
CAPMoN Rate of Decline

Value 150, NO, TNH, NSO, NHNO, WsO,
Lower bound 003735 -0.03574 000797  0.10392  0.01685  0.07386
Rate of decline  0.02041  0.02041  0.03094 047080  0.03629 —0.07421
Upper bound 006025 002363  0.04683  0.15408  0.05315  0.08894

One simple way to compare the average percentage declines at CASTNet and
CAPMOoN sites is to look at the range of CAPMoN values. Interestingly, except for
teflon nitrate, the upper bounds for the CASTNet overall average percentage
declines are in the relatively tight range of CAPMoN values. Since CAPMoN
stations are further in the northeast of the CASTNet monitoring region, this result
agrees with the trend observed in the CASTNet averages (see Table 5.29, Figure 5.4,
and Figure 5.5).

A special investigation has to be made into results obtained from the Egbert

station in Ontario. The station is used by CAPMoN and CASTNet for comparison
purposes. Since CAPMoN samples daily and CASTNet weekly, the comparison
studies are rather complicated (Mohapl 2000b). In addition, our Egbert samples are
collected from two different periods of different lengths. The most natural procedure
is to compare the annual rates of decline. As emphasized in Section 5.2.1, the
percentage change resists network biases. The rates of decline estimated from the two
networks at the Egbert site should be thus comparable. The estimator p of the annual
rate of decline is described in (5.36). Since jI is asymptotically Normal, so is p.
The use of a two-sample #-test for assessing the significance of the difference between
the rate estimates might not be appropriate because of the potential correlation
between the samples caused by the close distance of the sampling devices. Hence, for
comparison we decided to use the confidence regions computed for CAPMoN annual
rates of decline according to the formula (5.37). The main argument for choice of
CAPMOoN is the bulk of data available from the Egbert station compared to the rather
restricted CASTNet sample. The confidence regions for the annual rate of decline for
Egbert and the annual rate estimated from CASTNet data are shown in Table 5.30.
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TABLE 5.31

Data from Pennsylvania State University Location. Lower Bound for the
CASTNet Data Rate of Decline, the Rate Estimated from CAPMoN
Data and the Upper Bound for the CASTNet Rate of Decline

Value 150, TNO, TNH, NSO, NHNO, WSO,

Lower bound 002160  —0.04013  0.00978 006467 000073  0.00253
Rate of decline ~ —0.05940  —0.01140  -0.06292  —0.60874  —0.13338  —0.03017
Upper bound 0.04160  0.03093 003422  0.11013 003287  0.05147

The table shows three rate estimates outside their respective confidence regions.
The low rate of teflon sulfate and cellulose filter sulfur declines can be justified by
the length of the compared periods. It is the same effect observable in Table 5.22
and Table 5.23 computed from CASTNet 4- and 10-year data. Sulfate and sulfur
concentrations simply increased the last 4 years ending 1998. The rate of the nylon
filter sulfate is way out of line, however, even compared to the CASTNet overall
average. In fact, the total decline of 61% is the highest in the network for this
particular species. Since Egbert is used for network comparison and calibration, this
result is certainly annoying.

Another site hosting a CAPMoN and CASTNet monitoring station is the Penn-
sylvania State University location. Data available from CAPMoN stretch over a
relatively short period, from June 1988 to June 1990, barely enough to provide for
a 2-year comparison. The data are collected daily, however, which still makes a
reasonable sample size. The annual rate from the CAPMoN data and the 95%
confidence regions, computed from 10 years of Pennsylvania State data of CASTNet
observations, are shown in Table 5.31.

Before judging the numbers in Table 5.31 we must realize that the CASTNet
data cover a period from 1989 to 1998, compared to the short CAPMoN period
stretching over 1988 to 1989. We thus have results of CAPMoN operation at the
early stage of the emission reduction process and CASTNet data covering 10 years
after. The increases in concentrations measured over the first 2 years by CAPMoN
are thus not that surprising. What is curious, however, is again a huge discrepancy
in nylon sulfur annual rates. In contrast to Egbert, the long-term percentage decline
at the Pennsylvania location measured by CASTNet is one of the lowest among
CASTNet sites with 10 years of operation. This raises again the question of suitability
of the Pennsylvania State location for comparison studies.

5.10 CASE STUDY: ASSESSMENT OF DRY CHEMISTRY
CHANGES AT APIOS-D SITES DURING 1980-1993

The Acid Precipitation in Ontario Study — Daily Network (APIOS-D) is operated
by the Air Resources Branch of the Ontario Ministry of Environment and Energy.
The dry chemistry data discussed next were collected during 1980 to 1993. The ten
locations considered here are shown in Figure 5.15. Five of them operated only 2 years.
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FIGURE 5.15 Locations of APIOS-D stations in Ontario, Canada. The lines denote the Canada-
USA border and Great Lakes shore.

The chemical species monitored by APIOS-D and analyzed next can be interpreted
as SO, and NO;. For details on sampling see the Environment Canada Internet

pages.

5.10.1 APIOS-D ANALyYsIS

The periods of operation have been somewhat erratic, as shown in Table 5.32. Hence,
the methods developed earlier were used to analyze all available data. Table 5.32
shows that even long periods of nitrate can be successfully analyzed by an autore-
gressive model, though the order of the model grows with the length of observations.
The fit of the model to the sulfate data is somewhat worse, especially in the long
run. The only significant decline is observed at the Charleston Lake location in
sulfate concentrations. Otherwise, pollution was either unchanged or deteriorated
with time.

Changes of SO,, sampled by APIOS-D, agree with those reported (Husain et al.
1998, p. 968) for Mayville in Ohio over the period 1984 to 1991, and for Whiteface
Mountain in New York State from 1981 to 1992. The lack of change in dry deposition
data agrees with the lack of change observed in the precipitation SO, measurements
collected at APIOS-D sites during 1980 to 1993 (Mohapl 2003a). No apparent
temporal trends in precipitation sulfate and other monitored chemicals have been
reported during 1985 to 1989 in the lower Ohio River Valley (Saylor et al. 1992) and
during 1979 to 1990 in the Eastern Canada at CAPMoN sites (Sirois 1993). Since
the APIOS-D stations were located along the prevailing flow direction of the air
mass traveling from the Ohio River Valley, it seems that no apparent declines in air
pollution happened in eastern North America during 1980 to 1991. This conclusion
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TABLE 5.32

Analysis of the APIOS-D Data. Percentages of Pairs Used for Analysis
from the Total Theoretically Available for the Period (% of Pairs). Model
Used for Analysis—See Table 5.25 for Notation. Long-Term Percentage
Decline Estimated Using pcAi in (5.27). Decline Estimated by Means

of Weights as Indicated by Model Item (W% Decline) Including
Significance Based on Z,. In the Last Column Is the Period of Monitoring

% of Pairs Model % Decline W% Decline
Station SO, NO, SO, NO, SO, NO, SO NO, VYears
Balsam Lake 83 83 +2.v +*1.. -19 10 -17 10 88-90
Charleston Lake 89 82 +.3.. -9.. 15 22 15* —22%  81-92
Dorset 96 63 +*4kev  +*5.. 4 52 5 -52%  80-93
Egbert 94 94 +.10.. +.1.. 4 2 4 2 88-90
Fernberg 56 33 —*9kev  +.1.. -32 =52 -34%  -52%  81-92
Gowganda 98 93 +.1.v +.8.. -2  -19 =7 -19 88-90
High Falls 96 87 -2. -.8k.v -8 -11 -8 -11 86-90
Longwoods 95 93 +.2.v +.7.. 2 A7 5 —47*  81-92
Penn. State U. 90 89 +.1k.v  +%6.. -10 27 -8 27 88-90
Wellesley 91 91 —4. +.1.. -16 =53 -16%* -53* 88-90

contradicts the trend analysis results (Lynch et al. 1995, p. 1245) claiming evidence
of clear declines of precipitation SO, in all regions of the U.S. over the period 1980
to 1992.

5.10.2 APIOS-D anpD CAPMON COMPARISON

This section investigates how the changes reported by APIOS-D agree with infor-
mation provided by CAPMOoN stations. APIOS-D and CAPMoN had three stations
operating jointly for short periods of time. Two of them, at Pennsylvania State
University and at Egbert, Canada, have been running together for a litle less than
2 years. But since APIOS-D provides daily measurements, it is still possible to
recover periods of reasonable length, summarized in Table 5.31, suitable for com-
parison. At Longwoods, the stations have been in joint operation about 4 years.

We use for comparison the spot change pc, defined for each station and species
by (5.4). Let us recall that in our notation, ¢ represents data from Period 1, ¢’ data
from Period 2, and pc, is invariant towards biases due to differences in sampling
techniques (see Section 5.2.1). Our goal is to compare the rates of decline obeyed
by data from the two networks. The daily spot percentage changes are not generated
by Normal random variables. Hence, we transform them to Normal distribution using
the function

t(pe)=—1In| 1+ L (5.127)
pe 100 | '
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TABLE 5.33

Comparison of APIOS-D and CASPMoN, Basic Information
Summary. Ordinary t-test Results, Modified t Test Results
and Periods of Joint Operation Used for Comparison. + Sign
Denotes a Significant Result, — a Non-Significant

Ordinary t Modified ¢

Station SO, NO; SO, NO; Period 1 Period 2
Egbert - - - - 9/30/88-6/1/89 9/30/89-6/1/90
Wellesley - - + + 5/7/88-3/31/90 5/7/90-3/31/92
Penn. State U. - + - + 6/15/88-5/15/89  6/15/89-5/15/90

Due to the model (5.11) we get
‘L'(pcg):,u—kf_f:lnc—lnc’, (5.128)

where 1 is the rate of decline to be examined. The Normal distribution of (pc,) is
a consequence of the Normal distribution of { studied in the earlier sections. Let
us set y = In ¢ — In ¢’ and denote y" and y* values of y measured by CAPMoN
and APIOS-D, respectively, at a particular time ¢. Testing about the parameter LI,
which under the zero hypothesis is the same for both series y'" and y®, can be done
by the standard z-test. Correlation between the compared series is not a concern
because the paired comparison is used. Results of a blunt #-test application are in
the second and third columns of Table 5.33. The table shows that except for NO;
collected at the Pennsylvania location, the daily percentage declines calculated from
CAPMoN and APIOS-D over the selected periods are on average the same.

The plain r-test has little credibility, however, unless the differences y" — y®
are generated by mutually independent, identically distributed Normal random varia-
bles. Differences y" — y® calculated from SO, data inherit seasonal changes in
variability pointed out in Section 5.9 and must be stabilized using the moving
standard deviations before the data enter the #-test. Ordinary linear regression showed
that the differences y"’ — y* lack trends and form after variance stabilization a series
resembling data from a distribution with constant mean and variance. Numerous
series of concentration data investigated earlier were autocorrelated. Autocorrelation
of the second or third order was detected in most y'" — y® series, scaled or not. All
data sets passed the Normal distribution goodness-of-fit test, which means that after
adjusting for autocorrelation we obtain results somewhat different from those from
the ordinary f-test (see the fourth and fifth column of Table 5.33). The statistics
(5.123), which is accommodated to the unsteady variability and autocorrelation,
seems more sensitive towards discrepancies between the data sets in this particular
case. Even so, comparison of the two networks shows that the estimated rates of
declines are fairly similar.
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Another matter of interest might be the agreement between rates of decline of
total sulfur SO, and nitrogen N computed from the CAPMoN data, and the APIOS-
D measured SO, and NOj, rates of decline, respectively. The same procedure as
earlier, but with y"’ computed from SO, and N concentrations, respectively, showed
no significant differences between the rates of decline. Only the Longwoods data
required an adjustment for autocorrelation, otherwise the data showed no disagree-
ment with the ordinary #-test assumptions.

5.11 CASE STUDY: ASSESSMENT OF PRECIPITATION
CHEMISTRY CHANGES AT CASTNET SITES
DURING 1989-1998

The percentage decline indicator and associated methods have so far been used in
the context of dry air chemistry data. This section applies the indicator to wet
chemistry observations gathered by CASTNet over the period 1989 to 1998. Preci-
pitation concentration measurements come from samples logged at network sites by
precipitation collectors. Like the filter packs, CASTNet’s collectors are emptied
weekly, tested for pH, and analyzed for concentrations of SO,, NO,, Cl, NH,, Na,
Ca, Mg, and K, chemicals directly determining the water acidity pH. Compared to
the dry depositions, rain or snowfall are needed to obtain the “wet” data, and long-
lasting droughts can dramatically reduce the number of pairs useful for pollution
decline assessment. Though the dry and wet deposition collecting stations do not
overlap, a comparison of Table 5.34 to Table 5.3 and Table 5.4 provides some idea
about the reduction.

Modeling of the time-series formed by the concentration measurements does
not require any particular innovative ideas, except pH. The value of pH is essentially
the logarithm of the free hydrogen H®). Compared to the other chemical concentra-
tions, there is thus no theoretical lower or upper bound on the pH value.

Section 5.2.1 gives a list of reasons for the use of the percentage decline as a
measure of change in observed air pollutant concentrations. The two most important
are resistance towards biases between networks and conservation of the Lognormal
distribution by the ratio of the concentrations. The possibility to attain negative
values and the investigation (Mohapl 2001; Mohapl 2003b) indicate that pH obser-
vations have a distribution close to the Normal. Since a ratio of two Normal distri-
butions is not Normal, it is preferable to assess changes of pH using the plain
differences pH, — pH/, where pH, denotes the acidity measured on day ¢ and pH’ the
value observed P years later. If a bias between the networks exists, it can be well
described using a multiplier as well as an additive quantity. In both cases, the
difference remains invariant towards network biases. Next we assume that

pH,—pH/ =u+¢, (5.129)

where u describes the change of the pH data over the two compared periods, and
¢ is a zero-mean stationary stochastic process satisfying assumption (5.13). If the
model is true, then u can be treated as the rate of decline in the earlier sections and



184 Environmental Monitoring

TABLE 5.34

CASTNet Precipitation Collecting Stations. The Percentage of Pairs
Used for Analysis Out of the Total Available Theoretically Given the
Duration of Monitoring

Station pH SO, NO, cl NH, Na Ca Mg K Years
Abington 79 79 79 79 79 79 19 79 18 4
Alhambra 49 49 49 49 48 48 48 48 42 10
Ann Arbor 59 59 59 59 59 59 58 57 51 10
Arendtsville 73 73 73 73 73 73 73 73 68 10
Beaufort 69 69 69 69 69 69 69 69 65

Candor 59 59 59 59 59 59 59 58 54 8
Cedar Creek 71 71 71 71 71 71 71 71 68 10
Chiricahua NM 31 31 31 31 31 31 31 31 26 8
Cranberry 73 73 73 73 73 73 T3 73 69 10
Deer Creek 64 64 64 64 64 64 64 63 61 10
Gothic 48 48 48 48 48 48 47 47 41 8
Lye Brook 63 63 63 63 63 63 63 63 62

Lykens 54 54 54 54 54 54 53 53 50 10
Perkinstown 60 60 60 60 60 60 59 59 54 10
Prince Edward 51 51 51 51 51 51 51 51 48 10
Scotia Range 79 79 79 79 79 79 19 79 74 6
Speedwell 63 63 63 63 63 63 63 63 58 10
Sumatra 52 52 52 52 52 52 52 52 49 10
Unionville 50 50 50 50 50 50 50 50 42 10

interpreted as the mean decline of acidity over the compared periods. If no change
of pH occurred then 4 = 0. A negative estimate of ¢ means a decline of precipitation
acidity (higher pH in the second period), a positive value means an acidity increase.
The observed differences (5.129) contain too many high and low values to qualify
as observations from a Normal distribution. A competing model with stabilized
variance was thus applied to see the difference between results of tests based on the
asymptotic distribution of the raw data and on the Normal distribution of the trans-
formed ones, respectively. The variance was stabilized by the transformation
T(x) = arctan(x), the inverse to the tangent function and a model for the transformed
data was built as described in Section 5.6.2. The transformation pulls the high and
low values more towards the center of the sample and avoids unnaturally high
variance in the tests about y. Model (5.129) assumes that if the null hypothesis is
true, then the differences (5.129) have a distribution symmetric about zero. The
function arctan(x) is symmetric about the origin. Hence, under the null hypothesis,
the distribution of the transformed data will have zero mean. The transformation
seems to have no effect on the outcome of the test about the significance of u
computed from the CASTNet pH data, except for Perkinstown, where the pH value of
U is significant afterwards. Interestingly, the transformed values appear to have some-
what higher autocorrelation. Results of the tests about the changes are in Table 5.36.
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TABLE 5.35

The Model for CASTNet Precipitation Data Is In(c/c) = o+ St + (,
pH Measurements Satisfy pH, — pH; = o + St + {, Where {Is an
AR(p) Process. Each Column Contains: Sign of §3,* if 8 Is Significant,
the Order p, k If Null Hypothesis Is Rejected by KS Test and c, If It Is
Rejected by the x* Test. A Dot Means a Non-Significant Result. If
Necessary, Arctan(pH, — pH)) Is Used for Testing

Station pH SO, NO, cl NH, Na Ca Mg K
Abington -.0.. -0.. +.0. +.6.. +.0.. +.3.. +.0.. +.6.. —=5.
Alhambra -11k. -0.. -.0. +.0.. —0kc +.1.c -0. +.0..  +%6..
Ann Arbor +.0.. +.0.. +3. +*0.. +.0.. +*0..  +.0.. +.0..  +*¥10..
Arendtsville +.0k. -4..  —=*0. -.0. —*0.. +.1.. -2c  +0.. +*0.
Beaufort -.0.. -0.. +.0. +.2.. +.0.. +.2.. —-.0.. +0.. +.0.
Candor +.7.. +0.. +.0. -.0.. +.0kc  +.0.. —-lc +0. +0..
Cedar Creek +.0.. -2.. -.0. -2.. -12.. +.2. -*0.. —-.0.. -—.l1.
Chiricahua NM  —.1.. -1. =0k -.1. —lc -2.. —1.. -1. =10.
Cranberry +.0.. -0.. -.0. —1k. +.0k. +.0.. +*%0..  +.0..  +%0..
Deer Creek +.4.. +.0.. +.0. +4.. —-.0.. +*0..  +.3.. +.0..  +*0..
Gothic —1.. —*5. =kl —*5., —*1.. +.1.. —*#1..  —1. —*L.
Lye Brook +*1.. -0.. -.0. —4.. -.0.. -5¢ —*0.. —*0.. —*1.
Lykens +.0.. -1. +.0. —1. +.8.. +.0.. -.0.. -0.. +3.
Perkinstown +.1kc  —*0.. -.0.. —*0kc -.1.. +.6.. —1.. —-1.. 4%
Prince Edward +*0.. -0.. -.0. —-.0.. —*0.. —-.0.. -*0.. —-1. +0..
Scotia Range +.1.. -2.. —.0Okc +.0. +.1.. +.6.. +0.. +0.. -—-4.
Speedwell +.0.. —*0.. —*0.. -.0c —*0.. +.1.. —*1..  —=0.. +.0.
Sumatra -0.. +0.. +.0. —*0.. —*0k. -.0.. -.0.. 1. +.1.
Unionville +.0.. —*#1..  =*0.. -—.1.. —*0.. +.1.. —*0.. —=.0.. =2.

As in the case of the dry deposition data, it is desirable to plot the changes
calculated from 10-year observations against the latitude and longitude, respectively,
to find out if the percentage changes have the tendency to grow or decline in the
northeast direction. Changes of SO, NO,, and NH, are of particular interest because
they are monitored among the filter pack species. First, let us notice that disregarding
the large jump in acidity at Perkinstown we might say that the magnitude of pH
change declines as we go to the north. This corresponds to the growing magnitude
of TSO, changes. Interestingly, the growth of precipitation SO, changes is not as
convincing. With a bit of imagination, the growth from south to the north might be
there, but only NO, and NH, have rates that depend significantly on the latitude.
This can be shown by simple linear regression. The amount of missing pairs prevents
us from using the more efficient methods from Section 8. It is to be pointed out that
because the data show no specific growth in the latitude or longitude direction it
does not mean the directional dependence is not present. Examples of more sophi-
sticated methods designed for the analysis of directional data are in Mardia (1972).
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TABLE 5.36

Estimates of the Average Change of pH and the Long-Term Percentage
Decline pd Estimated from CASTNet Precipitation Data. The Asterisk
Denotes a Significant Change Based on the Statistics Z,. Model

for Z, Is in Table 5.35

Station pH SO, NoO, d NH, Na Ca Mg K Years
Abington 0.03 8 1 8 -1 18 17 24 37* 4
Alhambra -0.02 29% 26%* 34%  33%  42%  34%  40%  47* 10
Ann Arbor —-0.04 22% 7 6 5 16 26%  29% -13 10
Arendtsville 0.07 18* 3 11 8 23* 7 10 12 10
Beaufort 0.16 —28*% 18 8 =59 12 5 20 14

Candor -0.02 21% 15 2 16 24%  34%  23%  22% 8
Cedar Creek -0.08* 24%* 11 9 10 9 24% 20% -2 10
Chirichaua NM 0.41* 29% 11 14 4 24 44%  30%* 8 8
Cranberry 0.00 11 -1 1 -9 23%  23%  22% -9 10
Deer Creek 0.01 21% 16* 21% 12 35%  27%  31%  22% 10
Gothic 0.04 15 -8 -5 -1 24 9 28% 23 8
Lye Brook -0.03 7 6 24 -18 29 14 26 -7

Lykens -0.09 -1 -9 3 =21%* 11 =35%  —48% 24 10
Perkinstown 0.16* 33* 23* 23%  28%  43%  42% 44 33% 10
Prince Edward 0.03 18* 3 17 4 37+ 38%  34%  24% 10
Scotia Range 0.06 8 7 22% 1 50% 15 31 51%* 6
Speedwell 0.09 7 -6 0 -6 20 0 14 -6 10
Sumatra 0.06* 9 2 6 16 8 12 15 29% 10
Unionville -0.03 15% 8 9 16 25% 13 5 15 10

Another important question is whether the percentage changes of precipitation SO,,
NO,, and NH, correlate with declines of the corresponding species from the filter
pack data. Simple linear regression conducted on the rates of change of species in
Figure 5.19 showed no significant dependence, which agrees well with what we see
in the plots. The rates of change are preferred over the percentage declines because
the rates have Normal distribution, which is a common assumption for regression
and correlation analysis. The invariance of pH values toward the significant changes
of SO, and other concentrations is also interesting.

The number of significant changes detected in CASTNet precipitation data is
rather remarkable because the multivariate analysis of the CAPMoN wet deposition
data described (Mohapl 2001; Mohapl 2003b) show no changes over the same
period. Since the filter pack data of the two networks agreed well as to the change
magnitudes, the failure to detect any changes at the Canadian sites is likely a
consequence of the inference method used. It is to be emphasized that CAPMoN
samples daily. The use of pairs would thus reduce the sample size considerably.
Development of a sensible analogy of the paired data analysis is thus highly
desirable.
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5.12 PARAMETER ESTIMATION AND INFERENCE
USING AR(p) MODELS

The mean p of a stationary time series is in practice estimated either by the sample
average or the maximum likelihood (ML) method. In the above theory, t describes
the rate of decline of an air pollutant under the assumption the pollutant concentra-
tions conform the stationary process (5.11). Asymptotically, there is no difference
between the distribution of the sample mean and the ML estimator. The literature
on time series theory recommends thus the use of the arithmetic mean over the ML
estimator (Brockwell and Davis 1987, Section 7.1) because there is little to be gained
given the effort the ML calculation requires. Since the rate of decline is central to
the above assessment method and inaccuracies of the rate estimates are magnified
upon substitution into the percentege change estimators, it is worth discussing which
of the two estimators is preferable.

This section argues that the sample mean provides a better estimator of u than
the ML method because the mean is unbiased, has smaller variance, and is not
affected by incorrect specification of the model, which makes it better for plain
reporting purposes. In addition, for AR(p) processes, the statistics Z in (5.24), based
on the asymptotic properties of the average, is more powerful for the test of hypo-
thesis ¢ = 0 against the alternative y # 0 than the corresponding ML test, conducted
in the presence of unknown (i.e., estimated) autoregressive parameters.

5.12.1 ML ESTIMATION FOR AR(p) PROCESSES

Next we recall the familiar conditional likelihood function for AR(p) processes and the
ML estimation procedure. In this section we assume that the observations y,,..., y,
form a stationary time-series and satisfy the relation

y,=u+¢, (5.130)

where {, is described by (5.53). The process (5.53) is considered with 17, = €, where
€, are mutually independent, identically distributed Normal random variables with
zero mean and variance one. Under such a model, the probability density function

of the data conditioned on the first y,,..., Y, observations is
1
L(prrl'”vyN):W
1 N
"2
Xexp _20_2;(yt_ptyr—l_“'_ppyt_p_,u) , (5.131)

where

W=pld=p,—-=p,). (5.132)
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The ML method is derived from the idea that the parameters should be chosen
in such a way that what was observed has the best chance to happen under the model.
That is why it considers the probability density (5.131) as a function of the parameters
with data fixed. As a function of parameters only, (5.131) is called the conditional
likelihood function. The ML estimates maximize the likelihood function and, due
to the monotony of the natural logarithm, minimize the log-likelihood function
arising from -2 In L by omission of the factor (N — p) In (27):

(W, py>es P, 0°) = (N =p)Inc’

N (5.133)
1 72

t=p+1

Quantities obtained by solution of the equation I(i’, p,,..., o 0%) = 0 are called
maximum likelihood estimators of ', Pis-es Py and o2, respectively. The ML
estimator of o2 is

N
2., 1 ,
Gz(;“’ 7p1’~'»pp) = r Z (y, —,01}7,_1 —"'—,Dpyt_p _‘u )2 (5134)
t=p+1
and coincidentally, the ML estimates of i, p b P, also minimize the function

62 (W, pys....p,)- Substitution of G in the log-likelihood yields the reduced log-
likelihood function

(W, pyseesp,,0°) = (N = p)ING* (W, P p,) + (N = ), (5.135)

which shows that as long as p is held fixed, the original likelihood is largest if
G, 1,..., p,) is smallest. The order of the model p can be obtained by minimizing
the Akaike’s information criterion (AIC) with respect to p. The AIC has the form

AIC=(N=p)In&*(ft', p,.... p,) +2p, (5.136)

where [, p,...., [)p are the ML estimators (Brockwell and Davis 1987, Section 9.3;
Shumway 1988, Section 3.3, p. 154; and Kendall and Stuart 1999, Volume 3, Section
50.11, p. 620).

Minimiziation of (5.134) combined with (5.53) leads to the equation

Y =Xp+o¢, (5.137)
where Y = (yp+1,..., yn)T, Xisa (N - p)Xx(p+ 1), matrix with the first column
composed of ones and the k-th column has form (y ., ¥,.)", where T denotes

pk+1°"
the transposed to a vector (matrix). Unknown = (1, p,,..., pp)T denotes the solution.
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The model is linear in u’ but nonlinear if considered in terms of the original
parameters. The ML method thus provides the estimator

B=X"X)"'X"Y. (5.138)

Due to the equation
B-B=c(X"X)"'X"e (5.139)

that follows from (137),
var(B) = c*(X"X)™! (5.140)

and for large samples, there is a positive definite matrix V such that X" X)/(N-p) =
V.Since B=({,p,,..., ﬁp)T, [’ is asymptotically Normal with mean g’ and deviation
6 w/(N — p), where w is the upper-left-corner element of the matrix VL

The ML estimator of ¢’ has the form

N
1 . .
H=N2p > 0= B = Dy (5.141)
t=p+1

and the ML estimator of u is

N it
R (5.142)
ML l_pl_..._p2

The test of the null hypothesis u = p, vs. the alternative u # (i, can be based on
the statistics

z, =E "L NZp (5.143)

because ("= fi(1-p,—---p,) and due to (132),

Q= =@-md=p =--=p,). (5.144)

5.12.2 VARIABILITY OF THE AVERAGE g VS. VARIABILITY OF /&,

Let us introduce an estimator fi, that arises from fi,, in (5.142) by replacing the
estimated p’s by their true values. Intuitively, var(il,)<var(il,, ), because using
the true parameters instead of their estimators will reduce the variability. Writing M
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instead of N — p we get

R o’ Zf\i L var(e,) o?
var(fl,)=——""4 = = (5.145)
M(=p==p,  M(=p=-=p,)
At the same time, the mean
l N
,u=MZyt (5.146)
t=p+1
has variance
1 |l BN
=— <M|1-— |[R(h)<— R(h
var(iy=-->" ( M) (<> > R
lhl<M h=—oc0
27 o’
=== f(0)= , (5.147)
M M(1-p —=p,)

where R(h) denotes the autocovariance function and f (A) the spectral density of the
process ( introduced in (5.12) and (5.55), respectively. Consequently, var ( i) < var
(f,) <var (fi,,). The average has thus a smaller variance than the ML estimator.

5.12.3 Power oF ZM vs. POWER OF THE ML STATISTICS Zﬂ,

In this section we rely on large sample results only; hence, N is used instead of the
more accurate N — p. The statistics Z, in (5.16) is considered with

6_2

N(=py ==, )

var(fi) = (5.148)

and compared to the statistics Z, defined by (5.143). In consequence of (5.144) and
(5.148),

z, =t N =B Ep - p N
oNw oW
(- 1 1
S (5.149)

Jvar(y N w
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where w is the already mentioned upper-left-corner element of a matrix V! arising
from the relation (X" X)/N = V in consequence of the law of large numbers. More

specifically,
1 ul”
V= [ ] (5.150)

ulr M

where 1 is a p-dimensional column vector of ones and M = Eyy’ is the p X p matrix
of mixed second-order moments y = (y,,..., yP)T. Consequently, for large samples, w
is described by the relation

w= M1 , (5.151)
VI

where the absolute value denotes the determinant of the matrix. Let us recall that

this is the upper-left-corner element of V™', Since

VI=IMI(1- 121" M), (5.152)

(see Rao 1973, Chapter 1) w can be further determined as

1
- 5.153
YT (.153)

with equality in place if and only if ¢ = 0. We can thus conclude that |Zu,| < |Zﬂ|.

Consequently, if the true value of  is not zero, then w > 1 and Z, rejects earlier
the null hypothesis 41 = 0 against the alternative 1 # 0 than Z .. Statistics Z is thus
more powerful for this particular alternative than Z..

5.12.4 A SIMULATION STUDY

To see how the accuracy of the average and Z, compare to the ML estimator of 1 and
the statistics Zy,, we conducted a small simulation study. It consisted of the
generation of independent series from the AR(1) model discussed in detail in
Example 1.6.1, with £ =0.2, p=0.3, and 6=0.7. The series were of length N = 100,
which corresponds to pairs from about 4 years of weekly monitoring. The
parameters were chosen to reasonably reflect the values frequently estimated using
model (5.11). In addition, the choice of y was done to create a specific situation
when Z, should reject the null hypothesis i = 0 in favor of 1 # 0 more frequently
than Z . For larger or smaller u values, both tests will either reject the null
hypothesis or be inconclusive. The statistics Z, has in case of an AR(1) model the
form as in (5.60). The results are summarized in Table 5.37. Though on average the
estimates are quite similar, Z, tends to grow faster that Z,.
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TABLE 5.37

A Typical Simulation Study Summary Statistics From 100 Trials with an
AR(1) Model and Parameters = 0.2, c=.7 and p = .3. HO : = 0 vs.
HT : it # 0 Was Tested. The Average Values of fi and ji,,, the Statistics
Z; and Z,, and the Corresponding Rejection Frequencies Are in

the First Line. Sample Deviations Calculated from the 100 Results

Are in the Second Line. We Recall That ¢, (0.05) = 1.984

Q B z, z, zZ+ Z,+
Average 0.20269 0.20326 2.15100 1.97961 53 48
Deviation 0.10282 0.10551 1.12654 0.99779

5.13 CONCLUSIONS

Provision of data for assessment of the long-term change in air pollutant concentra-
tions is one of the main reasons for operation of large air-quality monitoring net-
works. This study offers methods for the assessment of the change based on the
reported amounts and applies them to several data sets collected over nearly 20 years
by three North American networks known as CASTNet, CAPMoN, and APIOS-D.
The procedures utilize a long-term decline indicator leading to a theory providing
a number of interesting statistics for policy-related decisions. A brief summary of
the presented theory, methods, and case-study results are discussed in the next two
subsections.

5.13.1 MEeTHOD-RELATED CONCLUSIONS

This chapter formalizes the concentration change as a quantity on its own, rather
than a by-product of a regression analysis, a feature distinguishing it from most
recent studies on concentration changes. The case studies suggest that the same
simple indicator, interpreted as the average long-term percentage decline, can be
used for the evaluation of the concentration changes in a wide class of data sets.
The main advantage of the indicator is resistance towards network biases allowing
comparison of results from different networks. Though estimation and inference
about the indicator require a proper, well-justified model, the indicator structure
associates with models that are more simple than those commonly used in the so-
called trend analysis and their relevance is easier to justify. Compared to most studies
on the topic, the relation between the model and the resulting percentage change
estimates and confidence regions is very straightforward.

Estimators of the percentage decline indicator value require only the concentra-
tion data. Trend analysis based models commonly involve explanatory variables
describing temperature, humidity, and other meteorological factors used to remove
variability caused by fluctuating meteorology. Besides frequently missing arguments
that would show that the factors do really reduce the variability of the response
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variable, there is little evidence regarding improved accuracy of the inference about
the long-term change in the presence of the additional factors. The case studies here
show that sensible results can be obtained by relying on the concentration measure-
ments only as long as the long-term change in the data is the sole point of the
inference.

Flexibility as to the sampling frequency is another positive feature of the indi-
cator and estimators demonstrated in this study. High sampling frequency may not
be affordable for each country or organization. Procedures suggested here can be
used for various comparisons without data aggregation leading to biases and artificial
problems with variability that can influence test outcomes.

The resistance of the percentage change indicator towards biases introduced in
this chapter offers the possibility to refocus from the growing number of studies on
differences between sampling procedures on features that are common and of interest
to policy drafting and enforcement. As well known, systematic biases among dif-
ferent networks are rather a rule than an exception. It is thus important for interna-
tional agreements that time-invariant biases caused by differences in protocols can
be eliminated for assessment purposes. Since representativeness of samples used in
network comparisons is not always addressed, the possibility to ignore the bias is a
real advantage. The resistance of indicators towards biases is reasonably supported
by the case studies conducted here.

The percentage decline estimator is supplied with a relatively broad class of
methods for calculation of confidence regions and testing about the significance of
the change. The study also demonstrates how to make elementary decisions con-
cerning the significance of change, measurement variability, and the length of mon-
itoring that might be of interest when percentages and reduction deadlines are set
in policies.

5.13.2 Case-STubYy ReLATED CONCLUSIONS

The percentage decline indicator developed in this chapter appears quite sensitive
to the long-term changes, as the case studies including CASTNet, CAPMoN, and
APIOS-D air chemistry data show. Since no particular selection criteria are needed
to demonstrate the proper magnitude of the change, a large number of stations with
variable sample sizes could be analyzed. The outcome of the analysis are the
estimates of the percentage change over the available monitoring period at each
station, the statistical significance of the change, regional estimates of the percentage
change, and proper confidence intervals for the true percentage declines at each
station and over the whole region. Autoregressive models are used to describe the
variability of the rate of change in time and weighted linear regression models
capture spatial changes of these rates over the whole region.

The application of the methods developed in this chapter reveals a certain
homogeneity in percentage changes of dry air chemistry data produced by the
examined networks. It also shows that the decline in air pollution, estimated from
10-year CASTNet and CAPMoN samples, has a geographic character and grows
from southwest to northeast. Short-term samples (4 years) from those networks,
however, indicate rather an increase in pollution. Data from the studied networks
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also demonstrate that methods suggested in this chapter offer various procedures for
verification if different networks, with specific sampling protocols, report the same
concentration changes. They show that the change indicators are indeed invariant
towards network biases and allow us to turn attention from network comparison
studies to other important issues.

The reader should be aware that the statistics for long-term assessment of air
quality changes presented above are sensitive not only to the pollution declines at
the site but also towards biases caused by changes and violations of the sampling
protocol. For example, the observation mechanism for dry air depositions involves
filter packs that are replaced daily or weekly. A permanent change in the retention
characteristics of the filters is likely to cause a systematic bias which could errone-
ously be interpreted as a long-term change in reported concentrations. Though the
filter packs should be collected at regular intervals from the field location, shipped
under the same conditions in the laboratory, and always analyzed in the same manner,
there are no reports that would provide a useful idea about the variability of these
procedures. Changes in laboratory sample analysis techniques can also be a source
of biases with undesired consequences (Mohapl 2000a). Since there are no publicly
available data that would allow us to assess how far the reported amounts reflect the
true concentrations, what part of variability is likely due to the measurement meth-
ods, etc., the percentage changes presented here should be interpreted with a certain
degree of commonsense.
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